THE FORM OF INFORMATION IN SCIENCE:
ANALYSIS OF AN IMMUNOLOGY SUBLANGUAGE



BOSTON STUDIES IN THE PHILOSOPHY OF SCIENCE

Editor

ROBERT S. COHEN, Boston University

Editorial Advisory Board

ADOLF GRUNBAUM, University of Pittshurgh
SYLVAN S. SCHWEBER, Brandeis University
JOHN J. STACHEL, Boston University
MARX W. WARTOFSKY, Baruch College of the City University of
New York

VOLUME 104



THE FORM OF
INFORMATION IN SCIENCE

Analysis of an Immunology Sublanguage

ZELLIG HARRIS
MICHAEL GOTTFRIED, THOMAS RYCKMAN
PAUL MATTICK, Jr.
ANNE DALADIER
T. N. HARRIS and S. HARRIS

With a Preface by Hilary Putnam

KLUWER ACADEMIC PUBLISHERS
DORDRECHT / BOSTON / LONDON



Library of Congress Cataloging-in-Publication Data C[E

The Form of information in science.

(Boston studies in the philcsophy of science ;
v. 104)

Includes bibliographies.

1. Immunology--Language. 2. Linguistic
analysis (Linguistics) I. Harris, Zellig Sabbettai,
1909- . II. Series.
Q174.B67 wvol. 104 001'.01 s 88-31513
[Qr182] [415]

ISBN-13: 978-94-010-7777-4  e-ISBN-13: 978-94-009-2837-4
DOI: 10.1007/978-94-009-2837-4

Published by Kluwer Academic Publishers,
P.O. Box 17, 3300 AA Dordrecht, The Netherlands

Kluwer Academic Publishers incorporates
the publishing programmes of
D. Reidel, Martinus Nijhoff, Dr W. Junk and MTP Press.

Sold and distributed in the U.S.A. and Canada
by Kluwer Academic Publishers,
101 Philip Drive, Norwell, MA 02061, U.S.A.

In all other countries sold and distributed
by Kluwer Academic Publishers Group,
P.O. Box 322, 3300 AA Dordrecht, The Netherlands.

All Rights Reserved
© 1989 by Kluwer Academic Publishers
Softcover reprint of the hardcover 1st edition 1989

No part of the material protected by this copyright notice may be reproduced or
utilized in any form or by any means, electronic or mechanical,
including photocopying, recording or by any information storage and
retrieval system, without written permission from the copyright owners.



TABLE OF CONTENTS

PREFACE
Hilary Putnam

FOREWORD

CHAPTER 1 /REDUCING TEXTS TO FORMULAS

1.

2.

2.1
2.2.
2.3.
24.
2.5.
3.

3.1.
3.2.
3.3.
34.
3.5.

Zellig Harris

Seeking Canonical Forms

Analysis of Word Combinations
Grammatical Analysis

Sublanguage Classes and Sentence Structures
Sublanguage Subclasses

The Tables

Validity of the Procedures

Details of the Analysis

Word Combination within Segments
Obtaining Repeating Types of Sentences
How Much Transformation?

Summary of Procedures of Analysis
Output

CHAPTER 2 /RESULT: FORMULAS OF INFORMATION

NNk wN -

Zellig Harris

Meta-science Segments

Word Classes

Word Subclasses

Word Modifiers and Local Operators
Summary of Word Classes

Sentence Types

Sentence Formulas

xi

XV

25

26
29
34
39
42
59
62



vi

TABLE OF CONTENTS

CHAPTER 3 /FROM STRUCTURE TO INFORMATION

Zellig Harris

Differences in Structure and Differences in Information

.1. Course of the Information

Changes in Word Classes

Changes in Sentence-types

Critique of the Sentence-types
Formula-based Critique of Information
Sublanguage Properties

. Grammatical Structure

Discourse Structure

Information Processing

Further Work

Toward the Grammar of Science

CHAPTER 4 /| SUBLANGUAGE FORMULAS AS

[y

NoOUnhAWNNND

W=

INFORMATION UNITS
Thomas Ryckman and Michael Gottfried

Normal Form Linearity: Projection and the Use of the
Arrow

Local Operator Modifiers

Modifiers of Argument (Noun) Categories
Referential Superscripts

Modifiers of Operator Categories

The Classifier ‘Response’

Correlations between W and V Operators
Sublanguage Homonymities

Extending Sublanguage Grammar
Information Structure and the ‘r’ Operator

CHAPTER 5 / THE APPARATUS OF SUBLANGUAGE

WWN =

TRANSFORMATIONS
Michael Gottfried and Thomas Ryckman

A Preliminary Survey of Sublanguage Transformations
Relinearization

Reconstruction of Repetitional Zeroing
Parallel-zeroing and End-zeroing

64
65
65
67
68
72
72
75
75
76
78

85

88
90
91
92
93
95
98
102
104
106

112

113
117
121
122



3.2.

4.

4.1.
42.
4.3.
44.

5.

5.1.
5.2.

6.

6.1.
6.2.

6.3
7.
8.
9.

TABLE OF CONTENTS

Subject Zeroing

Reconstruction of Low-information Zeroing
Broad Selection Words

Strong Selection Zeroing

Constants

Reconstruction of Sublanguage Appropriate Zeroings
Relative Clause

Representation and Reading in the Tables
Reductions Associated with Relative Clause
Larger Transformations

Denominalization

Passive

Causative

Comparative

Quantifiers and the Negative

Further Regularization

CHAPTER 6 / EXTENDING THE ANALYSIS:

1.
2

2.1.
22.
2.3.
24.

3.

THE INFORMATIONAL ENVIRONMENT OF THE
SCIENCE SENTENCES
Paul Mattick, Jr.

Introduction

Word Classes and Sentence Types
Elementary Fact Sentences

Quantity Sentences

Science Fact Relations

Metascience Operators and Arguments
Conclusions

CHAPTER 7/ INFORMATION UNITS IN A FRENCH CORPUS

2.1.

Anne Daladier

Information Grammar as a Pattern-matcher on Sentences and
Linearization Rules to Produce Sentences from Informational
Units

An Applicative Grammar of Informational Units

How the Construction of Categories from Word Class
Combinations, in Sentences in Scientific Texts, Expresses
Both the Specificity of Word Use in That Domain and a

vii

122
123
123
124
127
128
132
133
135
137
137
140
140
141
144
145

151

151
153
153
156
159
162
165

170

170
171



viii

22.

2.3.

3.1.

32

3.3.

4.1.

TABLE OF CONTENTS

Notion of Correctness in Information Units

The Contextual Meaning of Words in Sentences Is Accounted
for by Deterministic Categories in Units

The Applicative Status of Categories and the Applicative
Structure of Units

Applicative Structure of a Unit and Linearizations

Using the Grammar of Informational Units as a Pattern-
matcher for a Direct Recognition of Informational Units
Avoiding Preliminary Transformations on the Structure of
Sentences, and Operations from Sentence Structure to Unit
Structure

Getting a List of Categories from a Surface Structure and
Matching a Unit on It

Recovering Implicit Information

Linearization Rules: Producing Sentences Out of Units
Linearization Rules and the Applicative Status of Informa-
tional Categories

Organization of the Dictionary of Informational Categories
Questions Which Are Not Fully Treated Here

Conclusion and Applications of the Method Presented Here

CHAPTER 8 / THE CELLULAR SOURCE OF ANTIBODY:

v

N

AREVIEW
T. N. Harris and Susanna Harris

Background

Early Observations and Experiments on the Macrophage in
Relation to Antibody Formation

Early Studies on the Lymphatic System in the Production of
Antibodies

Lymphocyte or Plasma Cell as the Antibody-synthesizing Cell
Correlation of Tissue-extract Antibody with Microscopic
Observations

Extraction of Cells

Release of Antibody from Tissues and from Cells Cultivated
in Vitro

Studies Involving Aggregation of Bacterial Cells Around
Tissue Cells

171

172

173
174

176

176
177
180
183
183
186

187
190

192
192

193

194
196

196
199

199

200



TABLE OF CONTENTS

9. Histochemical Staining for Nucleic Acid in Lymph Nodes in
Relation to Formation of Antibodies
10. Fluorescence Staining for Antibody
11. Transfer of Cells of Lymph Nodes, Lymph and Spleen
12. Resolution of the Problem: Electron Microscopic Studies of
Antibody-producing Cells

APPENDIX 1/TABLES OF IMMUNOLOGY REPORTS: ENGLISH
Zellig Harris, Michael Gottfried, and Thomas Ryckman

APPENDIX 2 / TABLES OF IMMUNOLOGY REPORTS: FRENCH
Anne Daladier

APPENDIX 3 /NOTES TO THE TABLES OF THE ENGLISH
ARTICLES

Michael Gottfried and Thomas Ryckman

LIST OF SYMBOLS

X

201
202
203

206

217

477

521

587



PREFACE

DOES DISCOURSE HAVE A ‘STRUCTURE’?
HARRIS’S REVOLUTION IN LINGUISTICS

As a freshman back in 1947 I discovered that within the various academic
divisions and subdivisions of the University of Pennsylvania there existed a
something (it was not a Department, but a piece of the Anthropology
Department) called ‘Linguistic Analysis’. I was an untalented but enthusiastic
student of Greek and a slightly more talented student of German, as well as
the son of a translator, so the idea of ‘Linguistic Analysis’ attracted me, sight
unseen, and I signed up for a course. It turned out that ‘Linguistic Analysis’
was essentially a graduate program — I and another undergraduate called
Noam Chomsky were the only two undergraduates who took courses in
Linguistic Analysis — and also that it was essentially a one-man show: a
professor named Zellig Harris taught all the courses with the aid of graduate
Teaching Fellows (and possibly — I am not sure — one Assistant Professor).
The technicalities of Linguistic Analysis were formidable, and I never did
master them all. But the powerful intellect and personality of Zellig Harris
drew me like a lodestone, and, although I majored in Philosophy, I took every
course there was to take in Linguistic Analysis from then until my gradua-
tion.

What ‘Linguistics’ was like before Zellig Harris is something not many
people care to remember today. (The ‘bible’ of the subject — except at Penn!
— was Bloomfield’s Language, a knowledgable, scholarly, but deeply
operationalist view of linguistics.) All of Harris’s ideas were different from
those that were being studied elsewhere: the idea of a ‘transformation’, later
modified and made famous by Noam Chomsky, the idea of the autonomy of
syntax, and the condensed mathematical notation which made it possible to
represent a grammar in a few pages of what looked like equations. Since
these three ideas have been taken over by ‘generative grammar’, it is
important to be aware that Harris’s view differs in important respects from
that of the generative grammarians: For example, like the philosopher Nelson
Goodman, Harris is deeply aware that any set of scientific phenomena admits

X1



Xil PREFACE

of more than one description. He is not one to insist that a particular
‘description’ of the grammar of, say, English, describes the grammar coded
in the brains of English speakers — fashionable as that sort of utterly unsup-
ported speculation is today. And like the late Roman Jakobson, Harris is
interested in the syntax of whole discourses, and not just of individual
sentences. Indeed, the major part of Harris’s long and incredibly productive
scholarly life has been devoted to the development of tools for the respon-
sible study of what so many ‘literary theorists’, ‘structuralists’, etc., talk
about irresponsibly — the structures that characterize different types of
discourse.

The great aim of Harrisian ‘discourse analysis’ is to do this purely
syntactically. But, like Chomsky, Harris of course hopes that syntactic
regularities will be associated with semantic ones: not, however, with ‘innate’
semantic structures, nor yet with ‘universal’ ones, but precisely with
structures which grow and change as the discourse studied grows and
changes.

Paul Mattick has drawn an interesting parallel between Harris’s work and
the ambitions of the Logical Positivists.! The Logical Positivists thought that
by rewriting scientific theories in the artificial language of Symbolic Logic
they would be able to discover what their structure really was. (This en-
terprise flourishes today under the direction of Wolfgang Stegmiiller at the
University of Munich, for example). Harris believes that one can give a
precise description of scientific discourse (and, of course, non-scientific
discourse as well) without first having to rewrite it in an artificial language.
The importance of avoiding such rewriting should be clear: even if the
ancient Italian proverb that ‘to translate is to betray’ is an exaggeration, it is
clear that every translation expresses the translator as much as it does the
original; and philosophical ‘reconstructions’ of scientific theories have richly
illustrated this fact. When we are given a description of the ‘structure’ of a
physical theory by a philosopher the one thing we can be sure of is that some
other philosopher will give a totally different description of that structure.
And those philosophers who, unlike the Logical Positivists, have not even
attempted any kind of precision in their descriptions of ‘structures’ of
discourse have been even more unconstrained than the Positivists — and have,
not surprisingly, disagreed with one another even more.

In this state of affairs, one possible response is to adopt the sort of
subjectivistic ideology that is today, lamentably, sweeping Parisian intellec-
tual life: to conclude not only that accounts of linguistic and conceptual
structures must be subjective, but also, by some kind of incredible extension,
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that everything human beings can think is subjective, is just a play with styles
and with texts. Ultimately this view extends to a view of the human being: we
are, we are solemnly told, just a play with mirrors, or (in another fashionable
figure) ‘centerless webs’.

This sort of pessimism mixed with irresponsibility is not new (a hundred
years ago it was called the fin de siécle mood), and it is not destined to last. In
the meantime, with unflagging brilliance and with unflagging energy, Harris
has continued to pursue the task that even the Positivists thought impossible:
to describe the structures of conceptual thought in a particular area with rigor
and without first wholly rewriting those structures in the alien language of
Symbolic Logic. The present volume, substantial as it is, is only a large ‘pilot
study’ in this huge project. The idea that informs it is, like all of Harris’s
central ideas, breathtaking in its combination of simplicity and daring: to take
a subfield of a particular scientific discipline and compare the structures of
the texts in that subfield before and after a particular ‘scientific revolution’ in
the subfield. The details look formidable at first blush — just as the papers on
the grammars of various languages that I encountered as a freshman in
Harris’s notation looked formidable at first blush. But the reader who is
serious about wanting to know if such a thing as ‘structural analysis of
discourse’ is possible and who is willing to do a little work will find that the
presentation is not as hard to follow as it looks, and that the payoff is large.
This is a book every serious student of discourse, whether he comes from
linguistics, from philosophy, from cognitive science, or whatever, will have
to become aware of, and will have to learn to understand, at least in its central
outline and key ideas. Bravo, Zellig! You have done it again.

HILARY PUTNAM
NOTE

1 P, Mattick, Jr., “The Constitution of Domains in Science: A Linguistic Approach”,
in A. Fine and P. Machamer (eds.), PSA 1986, vol. I (East Lansing, 1986), pp.
333-341.



FOREWORD

This book presents a formal method for analyzing the word combinations
in articles of a subscience, in a manner that gives the information in the
science a more precise form, and may tell a good deal about the structure
of the science itself. The method arises from the analysis of language as a
mathematical system, and from the inherent correspondence between the
form of language — under this analysis — and its information. The specific
results obtained here arise from applying this method within the confines
of a single area of science.

The field investigated here is in immunology: the search (c. 1940-65) to
determine which cell produces antibody. Two different cells were claimed
by different scientists; these were ultimately found to be different stages of
the same cell-line. In analyzing the research articles, words were collected
into classes on the basis of their occurring with each other, in regular ways
in respect to other word combinations, in the sentences of the articles. The
regular word combinations in these sentences were then found to fit into
a closed set of word-class sequences. These word-class sequences are the
formulas of the subscience, with each item of information having a stated
form and location in the formula structures. The different views expressed
in the articles, and the resolution of the controversy, were found to be
represented by appropriately different formulas.

These formulas are thus shown to carry the information of the science.
The structure (“grammar”) of the formulas accords with the fact-structures
of the science, i.e. with its objects and the relevant relations among them.
The form indicates the content.

The purpose of the work presented here is to develop a formal tool for
the analysis of science, and more generally of information. In respect to
information, it has been found that a maximally unredundant description
of the structure of language yields an approximate description of the
information transmitted by language, and that this is all the more so within
a science. In respect to the history of science, the formulaic representation
of research done over a period shows, for example, changes in the way
words for the objects of the science co-occur with words for the processes,
changes which exhibit the actual development of the science. The analysis

XV
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presented here for the statements of a science suggests new approaches for
the resolution of some of the recognized problems in philosophy of science
and in philosophy of language. And the results of analyzing a sample of
articles show that one can discover for each science a specific grammar
adequate for it. In particular, one can distinguish by purely formal proce-
dures certain contributing linguistic systems: one for the results and theory
of the given science, an ancillary one for the procedures of investigation,
a meta-science system, and also material from prior sciences which is
included in various statements of the given science. This isolating of various
special and well-structured languages of science makes possible new inves-
tigation into the structure and information of science, with obvious rele-
vance to Carnap’s search for a language of science, but with more complex
inter-sentence connectives than Carnap envisioned. This work also estab-
lishes the existence of sublanguages within natural language, and raises the
question of what relations can be stated among sublanguages.

The initial application of these methods, in the present volume, has been
carried out on a small field, the early years of immunology, and primarily
on its central research problem as noted above. Enough work was done,
beyond analyzing the articles excerpted in the Appendices, to make it clear
that the sublanguage arrived at here would, with occasional additions, be
adequate for other articles of the period. Hence the special grammar
developed in this volume appears to be appropriate not merely for the
articles listed but for the whole field at that period. This early period, in
a field which was still small at the time, was selected in order to test the
method in a reasonably simple case. However, nothing in this method
would make it less applicable to larger and more complicated sciences; it
will only require much more work, and the development of computer
support.

The method applied here does not claim to yield a complete picture or
an interpretation of the course of a science: that may require knowledge
from outside its research articles, and even outside the science itself. The
method also does not claim to yield a full analysis of the conclusions and
theories of the science: that would require, in addition to the present
analysis of the individual sentences, also the analysis of long sequences of
sentences in the articles (argumentation and “proof”). However, any such
further investigations require first of all that we establish the specific
sentence structures, i.e. the formula types of the science, and it is this that
the method as used so far has yielded.
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Viewed step by step, the processing shown here seems informationless
and unimportant. It is indeed informationless, in that it moves only from
the sentences of the articles to paraphrases of those sentences. But it follows
a systematic path through the maze of paraphrases (including stylistically
cumbersome ones). It thus reaches, in an objective and non-semantic
manner, a maximal similarity among the sentences, as is seen in the
Appendix tables. The alignment of the similarities exhibits what is constant
among the sentences.

This constancy has a meaning: it yields those categories of information
in which the sentences are jointly dealing — the categories of the given
research problem and of the subscience.

A guide to the chapters of the present volume:

The immediate results are presented in the tables of Appendices 1 and
2, in which one can see how the sentences of the articles are rearranged
onto the formulas. Since the methods used in this analysis are novel, they
ar presented here in great, perhaps unreadable, detail. However, an intro-
duction to the work can be obtained from Chapter 1, sections 7 and 2,
Chapter 2, sections 5-7, and Chapter 3. A summary of the findings is given
at the beginning of Chapter 1. Chapter 2 shows how the sublanguage of the
immunological material was obtained, and Chapter 3 contains a brief
discussion of how such analyses open the way for characterizing the struc-
ture of sciences and their interrelations. In Chapter 4, ways of using the
sublanguage formulas to clarify and specify various informational relations
are presented. Chapter 5 gives details of the transformations used in
obtaining the sublanguage formulas; an overview of the transformations is
given in section 1. Chapter 6 presents the special sublanguages of laborato-
ry procedures and of measurement. A slightly different form of analysis is
employed in Chapter 7 to obtain substantially the same informational units
from papers written in French; the French material had not been included
in the analysis presented in Chapters 1-6. Finally, Chapter 8 presents a
historical sketch of the search for the cellular source of antibody, by two
workers in the field.

The investigation was carried out with the support of a grant from the
Division of Information Science and Technology in the National Science
Foundation.



CHAPTER 1

REDUCING TEXTS TO FORMULAS

1. SEEKING CANONICAL FORMS

This book attempts to show that certain analyses of how words combine,
when applied to reports in a science, suffice to transform the reports into
a sequence of formulas which represent the information contained in the
reports. The methods do not depend upon the investigator’s judging or
classifying the meanings of words or sentences, or upon any specialized
knowledge of the science. The words are identified not by their meanings
but by the combinations into which they enter in respect to other words,
within each sentence of the science material. At least in part, the methods
could be carried out in computer programs applied to the articles as
published, without pre- or post-editing.

The major results of the pilot investigation reported here, carried out on
research articles in a particular research area of immunology, are:

— The science subfield has a reasonably small set of word-classes, and
not many individual words per class (disregarding synonyms); the latter
constitute the vocabulary which is sufficient for the science.

— The word-classes are combined into a few sentence-types, which are
the fact-structures of the science.

— Each fact-sentence in the science can be written as a formula. Each
formula consists of particular members of the word-classes in a particular
sentence-type, possibly with modifiers (in stated classes) and under con-
junctions and meta-science operators.

— The formulas can be used to codify, locate and process the information
in a subscience. They can also be used for making a critique of the dis-
cussion in scientific articles, and in some cases of the course of the research.

— Preliminary results suggest that discussion in the science is construct-
ed largely out of selections of fact-sentences, possibly with particular modi-
fications, under particular hierarchies of conjunctions, and of course under
various meta-science operators.

— The possibility of specifying all the structures above shows that such
combinatorial methods suffice for discovering the special grammar of a
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science, which in important respects represents the structure of the science
itself: its objects and their relations. In so doing one can also specify the
structural relation of the given science to its prior sciences, its subsciences,
its success or sciences, and the like.

— The sequences of formulas in the articles in a given science can be
looked upon as constituting discourses in a sublanguage of natural lan-
guage, or alternatively as a new linguistic system structurally intermediate
between natural language and mathematics.

The formulas thus obtained can be used to summarize the specific
information in the given article, and any change in information. This can
be a step in computer processing of the specific information in scientific
reports. When these methods are applied to a number of articles in a
subfield of science, the types of formulas characterize the information in
the subfield — the entities with which the field deals and such relations
among them as are studied in that field. In particular, the present investi-
gation covers a problem in immunology and shows how the formulaic
representations which are obtained for the various articles yield an organi-
zation of the successive stages of experimental results and conculsions as
the problem developed. The formulaic representation makes possible an
analysis and critique of the work and of the information in the science.

As to the terms used: a sublanguage is a proper subset of the sentences
of a language, closed under certain grammatical operations of the whole
language. That is, the result of these operations (e.g. transformations or
conjunctions) operating on a sentence of the sublanguage, or on a pair of
them, is again a sentence of the sublanguage. The sublanguage is character-
ized by particular word classes and sentence classes (word-class se-
quences) which are not necessarily classes of the language, and possibly by
grammatical operations that are not distinguished as such in the language.
A subscience for the purpose of the present discussion, is an aggregation
of science reports characterizable by a sublanguage.

Both the methods and the results have had to be presented in some
detail, but a general picture of this work and its conclusions can be obtained
from Chapter 1, 1-2, Chapter 2, 5-7, and Chapter 3.

The methods used are mentioned immediately below, and discussed in
Chapter 5. The specific procedures of analysis are introduced in 2; details
and problems of the analysis are presented in 3.

The basis for obtaining the formulas of a science by grammatical trans-
formations of its reports lies in the fact that the constraints on word-combi-
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nations in a language create the sentences of the language and at the same
time determine the information carried by each sentence (given the mean-
ings of the separate words). Different sequences of different words and
word-classes yield, in a regular way, correspondingly different information.
In addition, in the writings within a restricted subject matter, it is found
that there are additional constraints on the combinations of words. In the
present book it is proposed to show how these subject-matter-specific
constraints can be used to exhibit the objects and relations which are
involved in the information of that subject matter. To do this we first
establish word-classes in such a way that combinations of the classes, i.e.
of one or another word of one class with one or another of another class,
recur frequently in the material. Then, in each sentence of the material, we
seek insofar as possible to divide the sentence into segments such that each
segment contains one of the recurring word-class combinations and also
is grammatically a component sentence of the original sentence. Finally, in
each segment having a given recurring combination we seek the maximal
alignment of the word-classes: we permute the word-classes, to the extent
that is permitted by known grammatical transformations, so that the order
of word-classes in the combination is the same in as many of the segments
as possible. These ordered word-classes, which are transforms of sentence
or component sentences in the orginal material, are the formulas of the
subscience. Since all the segmentations and transformations mentioned
above are paraphrastic, that is, do not change the meaning of their operand,
the formulas are paraphrases of the original material, and can be consider-
ed as simply a canonical, inspectable, and processible form of the orginal
material.

The work described here was done on the basis of formally established
transformations, which are presented in Z. Harris, A Grammar of Engish
on Mathematical Principles, Wiley-Interscience, New York, 1982 (hereafter
GEMP). However, once it is seen that recurring formulas can be obtained
via such paraphrases, it becomes possible to carry out a resonable approxi-
mation to this work on the basis of common-sense paraphrases, so long as
the paraphrases are based on general English or science-writing practice,
and not on any specific issues which are under investigation in the given
articles. This informal approach is possible because it is controlled by an
internal check, namely whether or not it can lead to a small set of formulas
covering the articles.
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2. ANALYSIS OF WORD COMBINATIONS

If one wishes to find, in the writings of a science, a canonical form for its
information, one could analyze a set of articles dealing with one problem
or area during one period, and try to show by interpretation that their
structure mirrors the information they contain. However, a clearer and
more definitive test can be achieved if one takes a succession of articles in
which is traced the known development of a research problem or field. In
such an historical overview it would be known by hindsight what new
methods, new results, and changes of understanding appeared at what time
and in what articles. If a formal analysis of the articles, specifically a
reduction for formulas, made independently of this developmental know-
ledge shows changes in the formulas at those points at which the unders-
tandings are known to have changed, it would be clear that a relation exists
between the change in formulas and the change in understandings or
information.

An adequate research problem of this kind was found in the work on the
cell responsible for antibody formation. There had been a controversy,
largely between American and European scientists, as to whether the
lymphocytes or the plasma cells of the lymphatic system were responsible;
it was finally resolved by finding that both cells produced antibodies, and
by recognizing that these names were being used for different stages of the
same cell-type. The problem of which cell produces antibodies does not
today exercise the scientists in the field, having been largely resolved. Nor
does it loom large in the recent history of the field, since the issues that have
moved into central importance have been concerned rather with the pro-
cess of antibody production. However, in the period of approximtely 1940-
1965, the “which cell” problem was important in the field, and while the
evidence that both plasma cells and lymphocytes produced antibodies was
obtained directly by experimental techniques (e.g. plaque production, cf.
paper 11 in the Appendix), the recognition that they could be stages of a
single cell-development sequence was a by-product of increasing data on
cell-morphology and its development (e.g. in papers 4, 10, 11, 12). The main
reason for selecting this problem for the present investigation was the fact
that it had a clear beginning (between paper 1 and the first lymphocyte and
plasma-cell papers) and end (as summarized in the Yoffey and Bussard
extracts, in Appendix 1, paper 14 and Appendix 2), with a controversy and
resolution pinpointed as to time, so that one could hope for a clear con-
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nection between the differences in sentential formulas as among papers,
and the difference in information contained in those papers.

Fourteen papers in the areas were selected, on grounds given in Chapter
8 below. These are among the important articles in the field, from a 1935
paper which showed that antibody formation is located in the lymphatic
system, through papers naming different cells as the producers of anti-
bodies, and finally to electron-microscope papers that showed ongoing
antibody production in plasma cells on the one hand and in lymphocytes
on the other, and that discussed how the apparent conflict could be adjust-
ed. In the course of this research the major new methods that came in at
various time were the recognition of DNA-RNA involvement in production
of proteins (in this case the gamma-globulin antibodies), the increased
power of light microscopy, and finally the electron microscope.

We will see (in 1.3 of Chapter 3) that the formulas found for the 14 papers
showed changes at the points at which there appeared the new methods
and results, and that new kinds of discussion were necessitated by these.
These changes in the formulas are of a kind that seems reasonable as a
reflection of the known changes in information at these points.

The French papers considered in Chapter 7 were not part of the central
investigation reported here. They were not selected for their relevance to
the “which cell” problem, nor was their analysis used in judging the details
and development of the formulas. Rather, they were selected as examples
of research and review papers in a language other than English, to see if
they exhibited the same gross formula structure as did the English texts.

2.1. Grammatical analysis

The selected articles were analyzed in the order of publication, beginning
with the 1935 paper. In each article, the sentences were analyzed in the
order in which they appear in the paper. This means in effect carrying out:
first, a gross grammatical analysis of the sentence, determining for example
the main verb of a sentence and its subject and object together with any
modifiers of each of these; second, an undoing of any of the major transfor-
mations and zeroings (3.3) which have taken place in the sentence.

The gross grammatical analysis is determined by the classification of
words as being arguments or operators, for example the class N (argument,
mostly simple nouns, e.g. cell), O, (operator on one N, e.g. grow), O,
(operator on one operator, e.g. continue) O,, (operator on N and O, e.g.
know), etc., and the classification of affixes by how they change a word of
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one class into another, e.g., O - O (tense operating on a verb to yield a
verb), N - N (e.g. plural), O — N (e.g. -ment in development), etc. A sentence
consists of one or more operator-words, each of which requires as argu-
ment words of particular classes: in The cell’s growth continued, continue is
operator on grow (as its argument), grow is operator on cell, and -th is the
O — Nindicating that grow has become the argument of a further operator.

The major transformations, including zeroings, are defined on the gross
structural components of a sentence 4, and produce a transformed or
reduced sentence B differing in word sequence from the given sentence A,
but paraphrastic to 4 in meaning. On finding a transformed sentence B.,
e.g., John buys and sells old books, we must first recognize that it is the
product of a transformation; in this case, the trace (i.e. evidence) is the lack
of an object (i.e. second argument) for the first operator (e.g verb), buys,
and the lack of a subject (i.e. first argument) for second operator, sells. Then
we undo the transformation; that is, we reconstruct the “source” sentence
A as it was before the transformation had taken place, in this case John buys
old books and John sells old books, where buys and sells are operators and
John, old books are the arguments of each of these.

There are two reasons for recognizing the transformations which a
sentence has undergone. One reason is the simplification of the structural
analysis of sentences. By finding in a sentence the trace of a transformation,
we characterize the sentence no longer as a sequence of words belonging
to particular classes, but as a transform of a source sentence which in turn
is a simpler sequence of words belonging to particular classes. For example,
B above need no longer be described as a verb (buys) appearing without
its objects joined by and to a verb (sells) appearing without its subject, but
rather as a transform (made by the zeroing of repeated subjects and
objects) from a source sentence 4 which is two occurrences of verbs, each
with its subject and object, joined by and. If we considered each complex
sentential structure, e.g. B above, separately, we might find various con-
venient ways of stating its word-class sequence; for example, we could say
that B consists of two verbs joined by and, with a common subject and
object. But if we consider all the partially similar (and paraphrastic) com-
plex structures, e.g. also (C) John buys old books and sells old books, or (D)
John buys old books and he sells them, we find that the least redundant
description for all of them together consists in saying that repeated words
can be zeroed, or pronouned, in stated situations, thus producing from a
single source-sentence A many reduced sentences such as B, C, D. In the
last analysis, the word-class sequence characterizing the source sentence,
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such as A, is the operator-argument relation (e.g subject-verb-object as
above); all other sentences, such as B, C, D, contain this relation plus
transformations.

The other reason for recognizing the transformations which a sentence
has undergone is that the transformations are paraphrastic — more so or
less so depending on how they are defined. The transformations alter, in
a sentence, the position and form of words (even down to zero) without
altering the information that the sentence carries, i.e. the informational
relations among the words. It has been found that in the sentences of a
discourse, and of a sublanguage, words (or word-classes) often repeat in
a given grammatical relation in respect to other words. That is, each
sublanguage has certain operator-argument structures of special word-
classes ~call it certain sentence-types — that repeat. We can try to maximize
this by taking those sentences which contain a particular constellation of
word-classes and seeking such transformation in each sentence as would
put the words of the constellation in the same information (ultimately
grammatical) relation to each other in each of the sentences.

The importance of these grammatical methods for an informational
analysis of language material is two-fold.

First, these methods apply to all sentences. The major word-classes of
the grammar are fixed for the language as a whole, so that the classification
of a particular word in a sentence does not depend on the sentence in
question. The structural analysis of a language applies to all its sentences.
And the transformational reconstructions apply to all sentences which
contain the traces of the transformation in question, the traces — and, in
general, the domain — being specified a priori in the definition of the
transformation. Thus these methods are not ad hoc to particular sentences,
and cannot be adjusted to the particular interests of the investigator ana-
lyzing the articles.

Second, the analysis of each sentence is made of the basis of the relative
positions of the classified words. No semantic criteria or subjective judg-
ment is involved, so that the work can in principle be carried out by a
computer program, even though considerable complexity is involved in so
doing. (Grounds for all statements in 2.1 are given in GEMP.)

2.2. Sublanguage classes and sentence structures

After the successive sentences of an article have been analyzed grammati-
cally, they are subjected to a further analysis, in respect to sublanguage
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word-combinations. This work consists chiefly of forming classes of words
which have the same grammatical relation to particular other words, e.g.
the words A which appear (in Appendix I) as subject of found in the lymph
nodes after injection of an antigen. These words A include antibodies, agglutin-
in, etc. Starting with this, we may then form a class V of operators is found
in, is contained in, is produced by, whose subjects are A (e.g. antibodies,
agglutinin). In this way we find that certain word-classes recur in a particu-
lar grammatical relation to certain others, e.g. A as subject of V with object
or “complement” T (lymph nodes, lymph, serum). This creates a sentence
type (structure), AVT, which is obtained at the same time as we set up
(extensionally) the word classes A, V, T, since these are defined as occur-
ring in respect to each other in the operator-argument relation which
constitutes a sentence structure. The grammatical transformations applied
previously will have strengthened this result, since for example a sentence
Lymph nodes produce antibodies will have been recognized as a transform
of Antibodies are produced by lymph nodes, hence as a case of AVT.

This method of setting up word classes in respect to their grammatical
combinations is in principle the same as that used in finding the grammar
of a whole language. When applied to the material within certain subject-
matter language-uses it produces not the general word classes of whole-lan-
guage grammar (N, O,, O,,, etc.) but specific subclasses of these such as
the A, V, T here. The restrictions on what words combine with each other
in the material of a sublanguage are so strong that the major subclasses can
be discovered readily. Aside from local problems discussed below, only a
few nouns occur in these texts as subject of is found, is produced by, etc.,
and only a few operators (verbs, adjectives) occur between antibody, agglu-
tinin, etc. and lymph node, plasma cell, etc. In all cases the criteria for
classification were purely combinatorial and not semantic. The subclass A
is the class of subjects of is produced by the plasma cell and the like, and not
the class of words semantically close to antibody. Indeed, it will be seen
below that A4 includes some words, such as protein, gamma globulin, which
would not readily have been included on semantic grounds; and the sub-
class V of is produced includes, for example, is secreted.

2.3. Sublanguage subclasses
It would have been too much to expect that a few word-subclasses in

various grammatical combinations would have sufficed without difficulty
for the sentences of these articles. Difficulties were indeed met, but it was
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possible to overcome many of them by defining further subclasses of the
major word-subclasses. For example, there is a subclass G of words (anti-
gen, diptheria toxin, etc.) which are subject of is injected. In a few places we
find the word dye in the position of G, as in when vital dyes are placed in
superficial cuts they are drained by the lymphatics to the regional nodes (paper
1, p. 800). Here is placed in superficial cuts is very similar to members of J
(the subclass of is injected), while is drained by the lymphatics to the regional
nodes is a member of the subclass sequence UTT (below). The subject of
J, and of UTT, is G. However, dye is not found in other combinations into
which G enters, in particular the main combination, GJ:AVT (e.g. following
injection of antigen antibodies are found in the lymph nodes). We therefore put
dye into a “no-antibody” subclass G,~ of G, and we have to say that the
sentence structures GJ and GUTT hold for G, -~ as well as for other G, but
not when these sentence structures combine with a following :AVT. The
advantage in this formulation is that words which occur in some but not
all positions of a major subclass can be thus fitted in as a subclass of it.
The cost is that the formulas for word-subclass combinations now hold not
for all words in each subclass but only for (at least) some of those words.
(For convenience, the major subclasses of a sublanguage will henceforth
be called its classes.)

Whereas the classes listed in Chapter 2, 2, are inescapable, as being the
most efficient for the sentences of these articles, some of the subclasses
proposed are less well established, so that alternative subclassifications are
not excluded. ‘

It will be seen that while the word-class formulas (i.e. the sentence
structures in terms of word-classes) change little as one goes from article
to article in order of publication, the word-subclass formulas change ap-
preciably. The former express the general types of information dealt with
in these successive articles; the latter express the specific information
presented in each article.

In the present investigation, the articles were first analyzed in terms of
word-classes, with notations where some members of the word-classes
were restricted in respect to members of the other classes with which they
combined. A second pass through the articles was then undertaken, after
we nad some record of the kinds and amounts of such restrictions, and of
the subclasses that would be required. In this second survey the formulas
for the successive sentences were rewritten with subscripts indicating
subclass.
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2.4. The tables

In the Appendices the sentences of the articles are presented in a trans-
formed shape, the transformations being those that would grammatically
align the words of the sentence with words of the same class sequence in
other sentences. Each transformed sentence has been obtained from the
original sentence of the article by a priori established transformations
(Chapter 5), or, in a few cases, by a special transformation which is
discussed in the notes to that sentence (Appendix 3). In any case, each
transformed sentence can be seen to be a paraphrase of the original, so that
the meaning of the article has not been changed.

In addition, each sentence in the Appendices is represented by a formula,
which is a sequence of class symbols, one for each successive segment in
the transformed sentence. The formula thus merely maps the ordered
words (with their modifiers) in the transformed sentence into the symbols
for the class to which each of the words belongs. Where the word has been
specified as belonging to a particular subclass of its class, the class symbol
for the word is provided with a subscript indicating the subclass.

The major modifiers of a word (including those of quantity, time, ne-
gation) are indicated by superscripts on the class symbol of that word in
the formula.

The tables published in the Appendices contain only a portion of each
article. The portion was selected as follows: After the word-classes of an
article were determined, all sentences which contained only one of these
word-classes were dropped from further consideration, since they could
not be used to show sentential relations among the classes. This applied
to aimost all sentences of the Materials and Procedures sections of these
articles, and to a very few sentences in the other sections of the articles.
The remaining sentences were analyzed in detail, down to their formulaic
representation (except for the internal structure of the meta-science seg-
ments). Since the full publication of the fourteen articles and the three
French papers with their sentence-analyses, would have imposed too great
a burden on the present book, a selection from each article had to be
chosen. What was selected was those sentences which were essential to
understanding the experiment reported in the article and the conclusions
drawn therefrom by the article. The selection was made purely on the basis
of the content of the original sentences, without regard to their formulaic
representations. Because the sentences that were favored were those deal-
ing with the main subject of each article, it was found that the main
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formulas of the article were relatively more frequent among these sentences
than they were in the article as a whole. Other than that, the tables printed
in the Appendix are similar to the tables obtained for the articles as a whole.

2.5. Validity of the procedures

The procedures used in moving from the original texts to the sequence of
formulas differ from those used in many sciences, and their validity does
not rest on statistical control as it does in much experimental work. In-
stead, the following considerations are relevant: The structural analysis
(2.1) which ultimately describes a sentence as a partial ordering of particu-
lar operators and arguments is applicable to every sentence of the language.
The reductions or other changes which describe a particular sentence as
a transform of a particular other one are applicable to all sentences which
contain the trace of that transformation. The paraphrastic effect of each
reduction is a matter of interpretation, which can be verified once and for
all in the case of each reduction separately. These properties thus hold for
all applicable sentences, and therefore for the particular sentence in
question.

There remains a difficulty, which in most cases can be overcome. Quite
a few transformations are degenerate. That is, a given sentence may possi-
bly be a transform of either of two different source sentences. Source 4 with
reduction R,, and source B with reduction R,, may both yield the same
word-sequence C. Given C, one can then reconstruct either 4 or B as
source. When C occurs in a discourse, it becomes important to know which
source was intended by the speaker or writer, for 4 and B may well differ
in their informational effect in the discourse. If 4 would have greater
word-repetitional similarities to the sentences around C than B would
have, it may be presumed that A4 is the source for C.

Nevertheless, there may be some sentences in a text for which it is
difficult to decide the “correct” source, i.e. the one meant by the author. In
addition, there may be sentences which can be fitted into the neighboring
word-repetitions only at the cost of ad hoc transformations which the
reader may not accept. In all such cases the sentence can remain unanalyz-
ed, or can be represented by formulas that do not fit in with the neighboring
sentential formulas. It is important to understand, first, that this does not
detract from the formulaic representations of the other sentences, and
second that it does not destroy the formula-repetitions seen in the other
sentences. The complete and partial similarities among successive sen-
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tence-formulas are so great that the intrusion of unanalyzed sentences, or
of sentences largely unrelated to these formulas, does not vitiate the overall
result, e.g. that presented in Chapter 2. Furthermore, the result that has
been obtained - so far, at least — is not a tight sequencing of formulas, based
on some criteria for succession, such as could be affected by the intrusion
of unrelated material. Rather, this result is simply the existence of formula-
repetition and of partial similarities among neighboring formulas.

3. DETAILS OF THE ANALYSIS
3.1. Word combination within segments

The analysis begins with the successive sentences as they appear in each
article. For each sentence we have to know the operator-argument re-
lations among its words. If the work is to be done by hand, as in the present
investigation, it suffices if we recognize these grammatical relations by
virtue of knowing the language. In knowing the operator-argument re-
lations in a sentence, we would know what is the subject and object of each
verb or adjective, and what are the ordered secondary sentences (mod-
ifiers) on each word. This is tantamount to knowing all the source gramma-
tical relations among the words of the sentence.

We then investigate, over the whole corpus of articles, how words cluster
in respect to each other within these relations, e.g. which verbs have the
same nouns as subject, or which adjectives or relative clauses modify the
same nouns. No useful result will be obtained if we ask this question
without the framework of specified grammatical relations, for example if
we ask what words occur in the same sentence as antibody or what words
occur next to it. But if we ask what words occur as operators with antibody
as their first argument, we find (a) is in, is found in, is contained in, appears
in, is produced by, is formed in, etc. And if we check the relation among these
operators, we find that some papers have is found in, appears in, but also
is not produced by or is not formed in as operators on the argument-pair
antibody, lymphocytes; but no paper has both appears in and is not found in

(or is found in and is not found in) on the same argument-pair (unless one
operator reports the author’s work and the other reports someone else’s
work). We then say that all of (a) above are in the class of operators on
the pair antibody, lymphocytes, but that the last two members (is produced
by, is formed in) are in a different subclass from the first four, because only
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the last two of these can be (for the same arguments) under the further
operator not in an article-section in which the first four are not under not.
Such classification and subclassification has to be done for each word in
respect to all the words which are arguments under it or operators over it,
or co-arguments (i.e. joint arguments under the same operator); more
rarely we may find that one word differs from another only in respect to
words more distant in the partial order of operators in the given sentence.

We can now write each sentence not as a sequence of words but as a
sequence of word-class symbols, with subscripts to indicate in which sub-
class the word belongs, and with superscripts to indicate the modifiers of
the words. Any classification made at this point may be adjusted later, as
further co-occurrence dependencies or regularities come to light; but at this
stage we already have a good approximation to the final result.

Next, we check each successive sentence of each article, or a segment
of the sentence (for example, up to a conjunction), or rarely a sequence of
sentences, seeking repeating sequences (“formulas”) of word-class sym-
bols. Thus in paper 1, p. 783.1.7, (hereafter ‘p.” will be omitted) we have
pathogenic bacteria carried on the lymph stream and in 783.2.1 we have
antigens arriving by the lymph stream, both of which we can represent as
GUT,, where G is the class of antigen terms, Ty is used for lymph as a
subclass of tissue words (T), U is for verbs whose subject is G with a
second-argument T (or C for cell words), and superscripts f, t, y are
respectively the prepositions from, to, by (with on, along as variants of by)
introducing this second argument. When in the same paper we find
(801.2.1) the rapid lymphatic distribution of antigen we have G and Ty, and
we accept distribution as a U operator on the grounds given above; the
reconstructed sentence might be antigen is distributed rapidly lymphtically
(or: along the lymphatic system), represented by GUYT, (with superscript
i for rapid).

In some cases, the decision as to the formulaic representation is more
complicated. In paper 1, 796.4.3, we find The nodes were equally inflamed.
Since the two preceding sentences distinguish the lymph nodes from the side
injected with that antigen from the nodes from the other side, the referentially
reconstructed the in 796.4.3 refers to these two, so that 796.4.3 can be
referentially reconstructed to The lymph nodes from the side injected with that
antigen and the nodes from the other side were equally inflamed. We have two
ways of fitting this sentence into the elsewhere-established formulas. One
is to use the reciprocal (reflexive) status of equal to transform 796.4.3 into
The nodes from the side injected with that antigen were inflamed equally with
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the nodes from the other side (GEMP 6.71); this could be represented as
T,YT,, where Y is the set of operators whose two arguments are necessari-
ly of the same class, and T, is lymph nodes (the references to side being
superscript B, discussed below). The other possible formulaic represen-
tation is in two sentences connected by a conjunction: The nodes from the
sides injected with that antigen were inflamed, equally as (or: to an equal extent
as) the nodes from the other side were inflamed. This is represented as two
T, W, sentences conjoined by equally as between them; the W, is a subclass
of W, which is the set of operators whose first (and usually only) argument
is T or C. Since equally inflamed is quite different from the established
members of Y, and since Y occurs virtually only with the pair C, C as its
arguments (and never otherwise with T, T), it is better to use the two-sen-
tence analysis here.

3.2. Obtaining repeating types of sentences

The goal of finding the greatest amount of regularities of word-combination
in this material makes us seek, in each sentence of the articles, the largest
repeating sequence of word classes, even though in some cases the longest
formula has to be rejected, as in the case of T, YT, above. The sentences
as printed in the articles repeat only rarely. Even if we represent the words
by the symbols for word classes and subclasses, we do not get many
repeating sequences. However, we can segment the sentences of the articles
in such a way that many segments are class-symbol sequences which recur,
as in the GUT sequences above. The recurrence is greatly enhanced if we
permit each symbol to carry different superscripts, e.g. if the GUYT, above
is considered a repetition of the GU¥T,’. Thus, we look for repetitions of
particular operator classes or subclasses, with their arguments, allowing
each of these words to carry various ordered modifiers. The modifiers are,
grammatically, secondary-sentence operators on the given word. For ex-
ample, many occurrences of cell, especially of lymphocyte, carry the modifier
large. In many of these occurrences the large is clearly used to indicate a
type of the cell and can even be taken as part of the cell name: C§ for what
is called large lymphocytes as against lymphocytes in general. In a few cases
the large is rather just a property of the cell, and could be given in a relative
clause of cell: paper 7,11.3.3 has Both the large cells and the smaller ones, the
lymphocytes, do contain antibody, where the large cells contain antibody could
be derived from the cells which are large contain antibody from the cells contain
antibody; the cells are large. A modifier (large) is simply the operator in a
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secondary sentence, as here (after the semicolon above), with the host of
the modifier (cell, here) being repeated as subject in the secondary sentence.
The modifier may also appear in the primary (non-secondary) sentence, as
in A few of these...lymphocytes. .. were large (paper 13, 453.1.2). When large
is taken as a modifier it is written as a superscript, as in Cs (large Iympho-
cyte); when it is taken as an operator it is written as W, a subclass of the
word-class W, as in CW,, (the cell is large).

In addition to the modifiers, there are certain other operators which are
written as superscripts rather than in a separate formula. These are the
local (“aspectual”) operators on a verb, i.e. operators whose subject is the
same as the one of the arguments of the verb on which it is operating (or
is a classifier of that argument): for example b for begin, start as in Antibody
production starts at this stage, derivable from Antibody starts being pro-
duced..., from Antibody starts its being produced... (paper 13, 470.3.3). We
represent this sentence by AV}, with A for antibody, V for produce, form, and
b as supercript on V,, rather than as a verb in a new sentence. There is a
particular set of operators which functions in these articles much as the
aspectual operators do in English: this includes have a role in, participate in,
etc., as in The lymphocytes constitute a factor in antibody production (paper
3, 122.1.1). These operators appear on V, (produce, form, synthesize), and
if we compare the sentences containing V, under these operators with the
sentences containing V, alone, we see that the arguments are the same in
the two cases, but that there is a difference in respect to the metalinguistic
segment over the V, (2.2 in Chapter 2) and in respect to neighboring
operators: we may find such two-sentence sequences as

AVEC, but AV, C,

(Lymphocytes have a role in the production of antibody but lymphocytes do not
produce antibody). Therefore, rather than treat these words as an indepen-
dent operator-class, we treat them as local operators on V, and write then
with a superscript r.

Another situation in which additional material can be included in a single
repeating sentence-type is that of the repeating sentence-pair. For example,
we find very many occurrences of sentences such as Following injection of
antigen, antibody was found in the lymph nodes. The two component sen-
tences are occasionally found one without the other, and in fact there is a
certain background presence of antibody in the lymphatic system and
blood which is not in response to infection or injection of antigen. However,
in these articles the great bulk of occurrences of the two component
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sentences are paired, connected by following, thereafter, etc., as above
(although the injection component may be zeroed). Therefore, rather then
consider each component a separate sentence, with a conjunction (after, etc.)
between them, we write a single double-sentence formula GJIB:AVT (e.g.
Antigen injection into the footpad is followed by antibody appearance in the
lymph node), while those cases where the components appear separately are
written as GJB alone or as AVT alone.

The conjunctions between sentences (more precisely, between rows in
Appendix 1) have much less repetitive regularity in respect to the sentences
which are their arguments than do the various word-classes inside a sen-
tence-type formula. In saying this, we take the colon which represents
following, after, etc., as an intra-formula word-class. Therefore, to the extent
that we are able to represent a sentence or sentence-segment of an article
by a single sentence-formula rather than by a sequence of smaller sentence-
formulas connected by period, wh- (which introduces a relative clause, i.e.
a secondary sentence), or conjunctions, we obtain a better record of the
co-occurrence regularities of the words in the articles. In addition to this,
there are related informational reasons for maximizing, in particular ways,
what is to be included in a sentence formula. The main objective is to get
maximal information into the confines of a single formula because within
a formula the information is explicitly organized by its sublanguage “gram-
mar.” A related objective is not to leave out of a formula (together with any
conjunction on it) anything which would seriously alter the information in
the rest of the formula.

By the main objective, we would favor keeping modifiers in a sentence
segment X as superscripts on a word in the formula of X rather than
reconstructing them grammatically into a relative clause, i.e. into a secon-
dary sentence connected to X by the wh- conjunction. For example, in
Suspensions of various killed organisms were employed (paper 1,794.5.2), we
would write the whole sequence before were employed as G (with suspensions
and killed, which are not in special word-classes of the sublanguage, as
modifiers), rather then transform the sentence first into Various organisms
which were killed, which were in suspensions, were employed and then into
three conjoined sentences Various organisms were employed; the organisms
were killed, the organisms were in supensions. (In the last form, in suspension
and killed are the operators in their respective formulas, and would have
to be put into sublanguage classes.)

However, if the modifier contains members of the formulaic word-
classes, it is reconstructed into a separate conjoined sentence. For ex-
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ample, in They (the large cells) synthesize antibody specific for the antigen which
stimulated their development (paper 9,66.4.3), we treat wh- as the conjunction
which introduces secondary sentences (the semicolon in the above ex-
amples); hence we transform the sentence into They (the large cells) synthe-
size antibody specific for the antigen; the antigen stimulated their development,
which would be represented by the two formulas G*J:A°V_C® and G:C*W,,
connected by wh-. (Here the w superscript indicates which word is carrying
the following wh- sentence as modifier; the G™J: ~ read afier injection of
antigen —is reconstructed from the specific for the antigen, which is a modifier
(superscript G) on A and refers to the injected antigen; V,, is synthesize; W,
is develop; C8 is large cells; the colon, which usually represents thereafter or
the like, but also various causal verbs, here represents stimulate. Some
words may appear in one sentence as a modifier written as a superscript,
and in another as a full operator. For example, mature (written as supers-
cript m) appears frequently as modifier on cells, especially on plasma cells;
but we also find when the plasma cells reached maturity and when the cells
were fully mature, which are C,W?%, and C,W} (paper 6,154.3.3,4).

A second situation in which we can maximize the information carried in
a single formula is seen in the case of the comparative. Grammatical
analysis decomposes comparative sentences into two sentences neither of
which contain a comparative, plus a sentence which contains a compara-
tive operator (is more than) and which can be reduced to the comparative
-er: I am taller than John from {a) I am tall to a degree which is more than
the degree to which John is tall. However, it is possible to get the comparative
word or suffix into the first component sentence by making an artificial, ad
hoc, transformation form (a) to I am taller and John is tall with than
conjoining them. This has been done in many of the comparatives in
Appendix 1.

Just as we try to maximize the information carried by a single formula,
we try to minimize the occurrence of formulas which carry almost no
information. For example, in paper 3,128.3.1, we have Lymphocytes act an
antibody producers. Here as could be taken as a conjunction between the
two sentences: Lymphocytes act, and Lymphocytes produce antibody. Howev-
er, lymphocytes act carries virtually no information, even though act operat-
ing on produce affects the meaning. Hence we treat act, written as supers-
cript r, as a local-operator modifier of produce in a single formula AVLC,.

We turn now to the subsidiary objective of not leaving out of a formula
anything which would alter its information. A major example of this is the
restrictive relative clause: the case when a sentence is said about a given
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argument only when that argument is under a particular modifier. For
example, given (a) This raises the question whether the “primary response”
exists as such on a cellular level (paper 9,67.3.5), where we know from other
material that primary response is the same as response to primary injection,
we obtain a formula GJ*:AVC, representing (b) To | a primary injection, |
response exists as such | on a cellular level, where the superscript 1 represents
primary as modifier on injection. If this modifier were taken out, as being
the operator in a secondary sentence (a relative clause), we would have two
sentences: (c) To an injection, response exists as such on a cellular level
(GJ:AVC) plus a conjoined (d) The injection is primary. But (c), without (d),
is certainly not being posed as the question of (a) or of (b). True, we could
say that in any sentence we don’t know what is being said or asked until
we add any conjoined sentences which may be present. But it is preferable
if, in the course of connecting the formulas through their conjunctions, we
do not present in one formula wrong or unintended information which has
to be corrected in later formulas. It would be better if the formulas were
such as to be only additive informationally in respect to preceding ones.
To achieve an informationally additive (and not correction-requiring)
character for the formulas is not always easy. To do this, we would have
to tie to each formula the degree of assertedness stated about the sentence
- e.g. whether it is being asserted, or said to be possible, or questioned, or
negated, etc. In the present set of tables we have usually done this in the
case of negation, where the tilde ~ appears after the operator (or elsewhere
in the formula, if needed). But many indications of assertedness are stated
in the meta-science (M) portion of a sentence (as in the word question
above), and the mechanisms for seperating these indicators from the M
have not yet been fully worked out. This does not detract from the formulas
as records of what kinds of information are presented in these articles; but
the assertion-markers of a formula will have to be derived from the M and
from the relation to neighboring formulas, if we are to use the present
formulas as a record of the specific information given in the articles.
One other consideration should be mentioned as to how much should
be represented by a single formula. When a word in one formula refers to
a word in another, the apparatus to indicate the reference is complex and
is not indicated in the present set of tables. (The development of such an
apparatus depends upon further investigation into the textual distance, and
other sublanguage restrictions, between the referent and its antecedent.)
However, if a word in a formula refers to another in the same formula, it
is easy to indicate this because the words which are part of a formula have
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a priori fixed positions. The chief example of this situation in the present
material appears in such terms as regional lymph nodes and lymph nodes on
the injected side, which refer to the region or side of the injection. When the
injection sentence GJB and the response sentence AVT,, are included in
the same formula, we place a superscript B on T, to refer to the B (body-
part, body) of the injection. This gives an additional reason for including
these two sentences within one formula GJB:AVTE,

3.3. How much transformation?

Grammatical transformations in the set of sentences are mappings from
one subset of sentences onto another, which preserve the original operator-
argument relations (even if in derived manner), and hence the meanings,
within each sentence. In order to achieve repeating sentence-types, written
as formulas, it is necessary not only to segment many sentences into two
or more, but also to transform certain sentences in such a way that their
words will appear in the position that their classes occupy in the formula.
For example, by the side of antibody is found in lymphocytes, AV,C,, we
would transform () lymphocytes contain antibody to antibody is contained in
lymphocytes, again AV;C,. In some cases, the work of transforming can be
replaced by simply writing the word-class sequence of the sentence, or part
of it, backward (indicated by an arrow): thus (a) could be written directly
as antibody | contain | lymphocytes< , which has the order of AV,C,. An
example of this was seen in the GJ*:AVC above (cf. also the use of arrows
in Chapter 4).

Most transformations consist of reductions of those words which contri-
bute little or no information to the sentence in which they occur. The most
frequent are the reductions, to pronouns or to zero, of repeated words
which have occurred elsewhere in the sentence or in preceding sentences.
In the present work such pronouns and zeros have been replaced in some
sentences by the antecedents which they are repeating. In other sentences
the pronouns or zeroes (zero being absence of the expected word) are left
standing, in order not to burden the tables with too much reconstruction.
It is hoped that further work will establish more precise criteria for replac-
ing a zero by the word which was zeroed.

In the tables, the transformed sentences which accompany each formula
have been so presented as to differ as little as possible from the original
sentence, just enough to make the rows in the table conform to one or
another of the formulas. The result of minimizing the use of transfor-



20 CHAPTER 1

mations is that we are left with a larger number of formulas. For example,
there are rows such as Antibodies are found in large number represented by
AV;*, and other rows such as Antibodies are found in large number in plasma
cells, or Plasma cells contain many antibodies represented by AV;*C,. These
two can then be considered as variants within a family of partially-similar
sentence-types. We could also have defined a transformation-like recons-
truction among the variants, which would fill out the AV;* type to AV;*C
(or to AV;*C, or AV;*C, according to what the neighboring rows show to
be the antecedent of the zero after V;*). It is easier to justify reconstructing
this C, or to determine whether it is C, or C, in a given occurrence, when
we compare a formula with neighboring formulas, than when we are calcu-
lating the grammatical structure of a sentence. Hence for many situations
of zeroing, it is best to leave the reconstruction of what has been zeroed
until after the given sentence has been represented by a particular formula,
and after comparison with neighboring formulas is possible.

In some cases it is easy to see that several sentence forms are variants
of one another. For example, we find They (the cells) had basophilic cytoplasm
(paper 7, 3.5.5), which is represented by

C have S.W,

(abbreviated to CS_ W, where S, is cytoplasm); but aiso The slightly large
nucleus of these cells showed a loosening of the central chromatin (paper 13,
454.1.3), which is represented by

SE of CW

(abbreviated to SBECW, where S, is nucleus). It is easy to consider C (has)
SW and S (of) CW as variants of a single formula, the more so as a
transformation betweeen N, is of N, and N, has N, is known in English (the
subscript numerals here identify the nouns, written N). In other cases the
relation between two partially similar sentence types is unclear, as for the
many sentences written GJ:AV,, e.g. (a) Antibody appears after injection of
antigen as against (b) The antibody is specific to the antigen, which is written
G:A. Such a (b) appears usually together with an (a), as in paper 12,109.2.3.
This combination of (a) and (b) can also be written GJ:A€V,, as in paper
5,205.1.1, where the superscript G represents homologous (rather than fo the
antigen). If (b) can occur independently of (a), its operator (specific to, or
the like) would have to be a new verb-like word-class (not conjunction-like,
as is the colon), even though the sublanguage meaning of that operator is
related to that of the colon conjunction.
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The main transformations which have been used in segmenting and
aligning the original sentences into the repeated word-class sequences
represented by the formulas are listed below. A fuller discussion is given
in Chapter 5.

(1) Zeroed arguments and secondary sentences: Since each operator
requires stated word-classes as its arguments, the appearance of an opera-
tor without its argument permits us to reconstruct that argument, as in our
occasional inserting of of antigen after injection. In many cases the papers
report antibody appearance and other cellular responses without saying the
implicit after antigen was injected. This last can be inserted in the rows of
the table (i.e. in the transforms of the original sentences) and in the formu-
las, although such insertions have been made only when some word in the
row referred to some part of the absent GJB: segment.

(2) Pronouns: As noted, pronouns and zeros (word-absences) have in
some cases, but not always, been replaced by the antecedent word whose
repetition they indicate.

(3) Nominalizations: When a sentence (or its operator) occurs as the
argument of a further operator, it is in many situations “nominalized,” i.e.
it carries a “noun-like” suffix showing that it is being used as an argument;
and when the verb is nominalized, its adverbs become adjectives. If we
return the sentence to its free-standing form, these adjectives are returned
to adverb form. Thus, after peritoneal injection of antigen is reconstructed to
after antigen is injected peritoneally.

(4) Passive: If both a sentence and its passive, or other permuted form,
occur in the text, one can choose either the active or the passive order of
symbols for the formula, e.g. AV C for both (a) Antibodies are produced by
the cell and (b) The cell produces antibodies. To fit (b) into AV,C is tan-
tamount to transforming it into the passive (a). In certain cases the passive
presents ambiguities which can be resolved by appeal to the known argu-
ment-classes of the given operator. For example, we have (a) Mice were
injected intradermally in the right ear with 0.03 cc. of the paratyphoid bacterin
and after intradermal injection of antigens (ibid, 4.1, nominalized from after
antigens were injected intradermally), and (b) 0.03 cc. of the paratyphoid
bacterin was injected intradermally in the right ears of mice. In conformity with
many GJB (Antigen was injected into animals) sentences, we transform (a)
into (b) (via We intradermally injected the right ears of mice with 0.03 cc. of
paratyphoid bacterin), and represent it by the GJB formula.

(5) Secondary sentences: Single text-sentences which contain residues
of conjunctional material can be expanded into two sentences, e.g. by filling
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out the secondary sentence of a comparative from the primary, or by
reconstructing a modifier (adjective, relative clause, etc.) into a secondary
sentence. Some of the considerations as to when to do this have been
mentioned above.

(6) Shifting modifiers: Modifiers of operators or of sentences can be
moved from their position in a sentence to certain other positions, in a way
that aligns the word-classes of their sentence with those of other sentences;
e.g. in paper 1, 783.1.1 and 792.4.1. Less generally, even certain modifiers
of an argument (a noun) can be shifted into the status of modifiers on the
operator on that argument. For example, we can transform The cytoplasm
in active cells is basophilic to In active cells, the cytoplasm is basophilic, and vice
versa. These possibilities of transformation can be used to locate in similar
position all modifiers which are similar in informational character. For
example, most modifiers referring to time (immediately, on the 6th day, etc.)
occur on the colon which represents after, etc.; we can then transform
others, such as early, from the word on which they occur to the colon in
their row. With greater difficulty we may be able to move quantifiers (e.g.
first) from nouns (e.g. antigen) to the verbs which operate on those nouns:
e.g. (a) the first antigen was deposited derivable from the antigen which was
first deposited, from the antigen which was first injected was deposited (by
“appropriate” zeroing of injected, cf. Chapter 5), which is represented by

G"U|||whi[|GJ";

this analysis is supported by the fact that (a) is attached to a subordinate
sentence if a second injection is given a month after the first, which involves
JZ. In particular no on nouns can be moved to none on verbs, as in No
antibody was found transformed to of antibody, none was found (GEMP 7.13).

(7) Conjunction: More problems are met with in the transformations that
enable us to include in the colon all the sentence material which we want
to include there. For example, consider the hidden wh- conjunction in The
nodes on the side injected with paratyphoid bacterin became slightly larger
(paper 1, 792.1.2, derivable from ...on the side which was injected. . .), which
we transform into The nodes became slightly larger on a side; paratyphoid
bacterin had been injected on that side, represented in inverse order by
GJIB:TEW,,. The which is decomposable into the wh- conjunction (written
as semicolon) and the pronoun -ich (here replacing that side); the wh-
occupies here the position of and then, causing, etc., as though we had
paratyphoid bacterin was injected in a side and then the nodes on that side
became slightly larger. Although the details of the transformation have to be
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specified, the motivation for including this occurrence of the wh- con-
junction in the colon conjunction is that this occurrence joins GJB to TW,
and whatever does that has the status of the colon conjunction — indeed,
joing GJB to TW (or CW) or AVC is the definition of the colon in this
sublanguage.

(8) Special-domain transformations: There are a number of transfor-
mations involving particular subsets of operators, which have been used
in the tables. One is between N; has N, and N, is of N, (above). Another
expands sentences with reciprocal verbs into two sentences, as in deriving
N, and N,V from N,VN, and N,VN, (with V for verb, GEMP 6.71: e.g. X
and Y met from X met Y and Y met X). Yet another decomposes certain
transitive verbs into cause operating on the corresponding intransitive verb
(N,VN,into N, cause that N,V, GEMP 6.8). We use this, for example, when
we find agglutinin-forming antigen (paper 1, 792.1.1), which seems to come
from Antigen forms agglutinin; but we would like to avoid a formula GV ,A
which does not otherwise occur. We then transform Antigen forms agglutinin
to Antigen causes agglutinin to form, which is a case of G:AV, and is close
to the existing GJ:AV,,

3.4. Summary of procedures of analysis

The word-classes of articles listed in Appendix I were established by
observing how the words combined with each other within the framework
of operator-argument grammatical relations. Sentence-type formulas of
these word classes were found by seeking repeating sentence-making se-
quences of the word classes, aided by paraphrastic transformations which
aligned certain word-class sequences with others. Once the formulas are
obtained, some of them could be transformed into others, by tranfor-
mations which are more readily justified when we know what word-class
combinations are common in this corpus than when we are simply recog-
nizing the structure of an English sentence. '

To a first approximation, this work can be done with very little gramma-
tical specialization. It would be enough to state explicity what words in a
sentence are the subjects and objects of what verbs (or of predicate adjec-
tives or of predicate nouns), and what words in it are the modifiers (GEMP
5.3, 6.6) and local operators (GEMP 6.5) on what words. Within these
relations one could seek the repeating word-combinations that would
justify setting up word-classes, and the repeating word-class sequences that
would justify setting up sentence-type formulas. The test of the analysis
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would lie in finding a small number of formulas that repeat many times
over. The reason that one can obtain good results even with a rather rough
grammatical formulation is that the repetition of just a few formulas is so
great that they are bound to be discovered even if some sentences are
misanalyzed or left unanalyzed.

The precise grammatical analysis is needed if we wish to avoid having
many variegated formulas in addition to the few repeating ones, and if we
wish to see in detail what are the patterns of recurrence of formulas and
how they make up the whole article and the whole area of research.

It should be mentioned as an aside that precise grammatical analysis is
sometimes not possible because the sentences of the text are not in all cases
perfectly grammatical. Slips of grammar enter into some long sentences,
and the analysis then has to be made on the evident intent of the writer
rather than on the actual form of the text. (an example is its for their in paper
1, 789.4.1).

3.5. Output

The output of the analysis of an article is a sequence of formulas. Each
formula is readable as a sentence (in a language whose words are class
symbols); it is a sequence of word-class symbols, with subscripts to indicate
subclasses and ordered superscripts to indicate modifiers or local opera-
tors. Each formula represents all of the specific words (other than meta-
science) in a text sentence, or in a segment (or sequence) thereof, and is
a paraphrastic transform of that piece of the text. The sequence of formulas
together with the conjunctions and meta-science segments on them, cover
the sequence of text sentences in the article.

In the work done so far, and in the tables of Appendix I, certain kinds
of meanings are not specified in the formulas: e.g. The specific time and
quantity modifiers, such informationally complex words as ratio, the dis-
tinctions among semantically different negative words (e.g. in deplete, inad-
equately written W~ and restore, inadequately written AV~ ~ (as in The
antibody response can be restored, paper 10, 303.1.1 and 2.2). This would
have to be amended in further work.
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RESULT: FORMULAS OF INFORMATION

The articles and books in a science can be reduced to a sequence of
formulas expressing the information. These formulas are the sentence-
types of a specialized grammar of the reports and discussions in that
science.

A grammar of a language is an efficient formulation of the restrictions
of free combinability of its phonemes (or letters) and — more importantly
— its elementary, most nearly indivisible, words within each sentence. To
be efficient, it must seek the regularities in such restrictions, and state the
non-regular restrictions as products of the regular ones. One might think
that a grammar should state word-restrictions in respect to a whole
discourse — article, conversation, or whatever was the language event
within which the words occurred. However, it has been found that a
discourse can be segmented in such a way that the main restrictions on
word-combinability within one segment are not affected by those in other
segments. Hence regularities of word-combinations are stated primarily
within the confines of each of these segments, which are approximately
what are called sentences. The restrictions are found to be of two kinds.
One is the argument-requirement, which precludes a word’s appearing in
a sentence unless words of its required argument-class are present therein,
even if in reduced (even zeroed) form. The other is the likelihood that a
given word will appear as operator on particular words of its argument
classes. Differently from the argument-requirement, this likelihood is only
a graded restriction.

In the case of a corpus of articles in a subscience, we find restrictions
on word-combination not only in respect to each sentence but also in
respect to the subscience as a whole. The latter condition arises because
the main sentence-types (though not the untransformed sentences of the
articles) have the restriction of being heavily repeated, in each article and
in the science.

25
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1. META-SCIENCE SEGMENTS

The first result is that it is possible to separate out, on grammatical — i.e.
co-occurrence — grounds, “meta-science” (in the sense below) sentences or
portions of sentences. These are the segments marked M in the Appendix
tables. In scientific articles, many sentences have an M segment, such as
It was found that... , or That... is clear. It is possible to distinguish the M
segment from the sentence of the science: first, because the science-sen-
tence is in general an argument (subject or object) of the M operator (e.g.
of found or clear above); second, because the science sentences are found
to have a limited and precisely describably structure, much more so that
the M segments. In particular, we begin by classifying in M those operators
whose second argument is a sentence, and whose first argument (subject)
is not identical with the subject of that sentence, e.g. demonstrate in Rich
demonstrated that the “acute spenic tumor cell”... was identical with the lym-
phoblast... (paper 7, 14.3.2). By this criterion, M does not include begin in
The cells began to profilerate, where the object of begin is proliferate, while
its subject is the cells, which is also the subject of proliferate itself (the
sentence being reduced from The cells began their proliferating or the like).

In our present material, the meta-science verb-class M is found to
contain chiefly find, study, observe, investigate, recognize, describe, report,
conclude, consider, and also many additional words such as accept that, give
an account of, ascertain, assume, call attention to, believe, communicate that,
contend that, determine, discuss, doubt, examine, expect, hold that, know,
mention that, note, retest, search for, see, state, use, view.

When we investigate the sentences which are the arguments of M-verbs,
we find that (aside from statable exceptions) they are built out of a limited
vocabulary in limited grammatical relations to each other: the word-classes
and sentence types of 2 and 6 below. This is the specific science-language
grammar whose structure is given in 2 — 7 of Chapter 2 and discussed in
3.1 of Chapter 3. The fact that the residues under M, i.e. the science-lan-
guage portions of the sentences in the papers here analyzed, are character-
ized by this limited grammar enables us to recognize other portions than
M which are also not in the science-language. Some of these non-science-
language segments are operators whose arguments are science words but
not science sentences. Others deal with matters of the science, but do not
operate on science-language sentences. We consider the latter first, in
respect to their grammatical characterization and to their meaning vis-a-vis
the science.



RESULT: FORMULAS OF INFORMATION 27

Given M, we find that the subjects of M verbs are a particular set of
nouns, N’, which includes workers, students, investigators (these being deriv-
ed from M words), we, and capitalized words not usually listed in dictio-
naries: the names of scientists. Given N’, we then find that its members
appear also as subjects of another set of verbs, M’, whose second argument
(object) is a noun of the science-language rather than a science sentence.
M’ includes use, examine, obtain, extract, excise, separate... from: e.g. We
excised small pieces of red pulp. Here we should include use this technique (or
method), and the like. Problematic members of M’ have N’ as subject but
usually no object, as in work (on), experiment (on). The words table, Fig.,
article, paper may be assigned to M', if we reconstruct their occurrences as
being from N’ made a table (of antibody titers, or the like), and N’ wrote a
paper about. .. . There are also whole sentences which may contain N, M’,
or science-language nouns, but not science-language sentences, e.g. The
sampling problem for electron microscopy becomes very great (in paper 12,
113.5.5). All these segments have been marked M in the tables, although
the term “meta-science” may not be precisely appropriate for them.

To return to the operators on science-language sentences: There are
many verbs, adjectives, and nouns which have the grammatical status of
operators whose first and only argument is a science-language sentence.
Such verbs are: emerge, result, appear, may be (as in It may be that... ). Such
adjectives (with is): possible, probable, likely, significant, clear, evident, logical,
true. Such nouns (with is): fact, thesis, theory, problem, case, not the case, data,
evidence, factor, difficulty, development, subject of confusions, point at issue,
matter of semantics. All of these may be assigned to a new class M”. Some
of them may be thought to be part of the science-language sentences, since
to say S is a fact, or S is not the case, is the same as the assertion or denial
of S in the paper. On the other hand, one can say that each science-lan-
guage sentence in the paper carries a meta-science operator of the writer’s
asserting (or denying, or stating the improbability, etc., of) that sentence.

Meta-science operators on a sentence can also appear as modifiers of it,
the latter being a transformation of the former: e.g. In the present study, cells
have shown pleomorphism can be derived from Cells have shown pleomor-
phism; that cells show pleomorphism is (found) in the present study (where is
(found) in the present study would be M).

There are some occurrences of M verbs where both subject and object
are science-language sentences. Such are demonstrate, show, indicate, sug-
gest, confirm, point to. These occurrences are similar to conjunctional verbs
between science-language sentences such as cause, accord with, support,
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speak in favor of, represent, mean that, by means of, is a result of, is a condition
Jor, is consistent with, is corrected by, is borne out by. The purely conjunctional
verbs do not occur with N’ as subject. Other verbs, such as demonstrate,
can also occur with N’ as subject, as in Rich demonstrated that S, above.
There is a transformational relation to the conjunctional status (as if one
said Rich demonstrated S, on the basis of some S,, whence S, demonstrated
that S;), but this is not always the case.

The procedures sketched above suffice to separate out, within the sen-
tences of the articles, grammatically characterizable meta-science seg-
ments from a residue which is the science-language and is grammatically
characterizable by itself. Separating these may involve complex transfor-
mations, which can be avoided if we allow some occurrences of meta-
science words to remain within the science-language sentences. For in-
stance, in Peripheral lymph flow is far more rapid than is generally supposed
(paper 1, 783.1.2) we have a comparative with M in the second part:
roughly Peripheral lymph flows with a rapidity which is more than the rapidity
of lymph flow which is generally supposed. However, we can consider this
occurrence of supposed as a word for quantity rather than M, and leave is
generally supposed in the science sentence as though it meant a moderate
degree or the like; this if the environment shows that supposed is not being
used here to refer to actual supposing by scientists. Somewhat similarly,
in Some endoplasmic reticulum was demonstrable (paper 13, 453.3.1) we can
derive demonstrable from an underlying sentence such as It was possible to
demonstrate that some endoplasmic reticulum was present; alternatively we
can consider that demonstrable here did not refer to actual demonstration
but was a rough synonym for present in Some endoplasmic reticulum was
present. And found appears here both as M and as a synonym of present in
the science sentences (e.g. in paper 1, 798.3.4).

In particular, science sentences can be filled out to conform to the
sentence types worked out in 6 below by transforming certain kinds of
modifiers from the M segment into the science sentence under that M. Thus
we find (1) Workers who examined the primary response were at first led to
believe that the lymphocyte was responsible (paper 9, 62.2.3). In terms of the
word classes of 4, responsible is merely a superscript on a word of the V,
class; hence the lymphocyte was responsible does not suffice for any sentence
type of 6. However, (1) could be derived from (2) Workers who examined
the primary response... believed that the lymphocyte was responsible for the
primary response, where for the primary response would have been zeroable
as a repetition, yielding (1). Here, the lymphocyte was responsible for the
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primary response is a case of a GJ':AVLC, sentence type (section 6). The
reconstruction (2) of the zeroed segment is supported by the continuation
of (1) in the article, which is because of its very great predominance in
antibody-containing suspensions made from once stimulated lymph nodes. The
sentence-types in this continuation are:

C,W; *Tev

AVT®

GU'T,
representing

C,W,;" *T;: The lymphocyte had very great predominance in lymph
node suspensions.

AV,T5: Antibody is contained in suspensions.
GUT,: (Antigens) stimulated lymph nodes once.

The conjunction because is understandable here only if once-stimulated is
matched by primary in the first argument of because.

Every M segment is a grammatically constructed (i.e. argument-require-
ment-satisfying) chain of M, or M’, or M-type conjunctions (above), either
operating on one or more science sentences or else occurring as a separate
sentence. The sentences of the articles are composed entirely of the follow-
ing: M segments, conjunctions, and science-language sentences. There are
differences among the M segments, depending on the kind of science
sentence on which they operate (e.g. observation sentences or conclusion
sentences). However, those differences, as also the properties of con-
junctions, relate to the structure of sentence sequences, and fall beyond the
scope of the present book.

2. WORD CLASSES

In principle, word classes in a closed corpus of texts are established by
characterizing each word-occurrence by its “co-occurrents,” i.e. the words
to which it has a grammatical relation in a sentence, and then putting into
one class those word-occurrences which have the same co-occurrents, or
nearly the same. The possibility of forming classes depends on how the
word-occurrences cluster with respect to their co-occurrents. In the present
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corpus of articles, it was found that the subject-verb-object (or subject-
predicate) relations sufficed to partition the word-occurrences into a few
classes. The noun classes were easy to distinguish on the basis of their
occurrences with other nouns and with verbs or adjectives; they are given
in detail below. The operator classes (chiefly verbs) were defined chiefly in
respect to the noun classes which appeared as their arguments, i.e. their
subjects and objects. Since they are more complicated they are only intro-
duced below, with the detailed membership given in 5. The classes listed
below are drawn only from the sentences presented in the tables of Appen-
dix 1. In the articles, the sections on Materials and Procedures contained
words of a few additional classes, which are not included here. Words are
listed in order of appearance; parenthesized numbers indicate the article
in which the word first appears in this corpus.

First, two classes, defined in respect to each other, can be set up for a
set of nouns which occur as object of any of a particular set of verbs: The
noun set is G (antigen), including (1) antigen, bacteria, diptheria toxin, para-
typhoid organisms, B. enteritidis, B. prodigiosus, ch. spirilla, typhoid vaccine,
staphylococcus, bacilli; (2) sheep erythrocytes; (3) pneumococcus, sheep blood
cells; (4) horse serum, s. typhi; (5) influenza virus, viral protein, cellular agents,
agent, (9) antigenic material, organisms, diphtheria toxoid; (10) tetanus toxoid,
(12) horseradish peroxidase; (13) antigen bearing red blood cells, SRBC. The
verb set is J (inject), including (1) inject, incision, utilized, introduce, employ,
vaccinate, (3) immunized, (4) sensitized, administered, deposited; (5) received
injection; (6) received, (9) stimulation; (10) challenged with. In most cases G
is the subject of the passive of the J, as in Paratyphoid bacteria was injected
on one side. For a few inverse members of J, G is the “object” — with by or
with— of the passive J, as in These animals were challenged with tetanus toxoid
(paper 10, 306.5.2) There are also a few nouns which can, on the grounds
of their larger sentence-environment, be put into J unaccompanied by G:
such as scratch, puncture wound in paper 1, 783.1.1 In many sentences, GJ
is followed by a preposition plus noun (or an equivalent single word) such
as in these animals, in rabbits, on one side, intravenously, subcutaneously,
intradermally. These have been marked B (“body-part™).

Words of G are also found, though much less frequently, as subjects of
certain verbs marked U (or of the passive of certain inverse members of
U). In U, whose general meaning is “move,” are included (1) travels, there
exists a ready route for, has a path, etc. There are certain preposition-plus-
noun combinations which follow U whether U is active or passive. The
prepositions are in most cases from, to, along, by, and the nouns are (1)
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lymph nodes, blood stream, lymph stream, ear, blood;, (4) red pulp, follicles, white
pulp. These nouns can be put into a class T (tissue); these and many
additional members of T appear in other combinations too (below). Before
U the class G includes a new member G; (section 3): infection (paper 1).
Examples of GUT and GU are: Antigen arrives by the Iymph stream (ibid. 1.7),
where no preposition-plus-noun is added. U differs from J in that it may
be followed by up to three T, each with a different preposition (from, to along
and their synonyms), as in the transformed sentence (ibid. 1.5): The infection
has a path between the lymphatic capillaries of the skin and the entrance of the
larger channels into the blood stream, along which path stand the regional lymph
nodes (where between. .. and is equivalent to from... t0).

We next consider the co-occurrents of the word antibody. This word is
the subject of a large set, marked V, of verbs, such as appear in, are formed
by. Since they fall into several subclasses, these verbs will be discussed in
the listing of subclasses (3). The subjects of V are marked A, and include
(1) antibody, agglutinin, bacteriolysin, antibody protein; (2) hemolysis; (7) im-
mune globulins; (13) anti-ferritin, anti-peroxidase. Many V are followed by a
preposition (usually in) plus a noun of the class T (especially in paper 1)
or of the class C (cell, in later papers). The main T words after AV are (1)
lymph nodes, serum, but also e.g. the ear tissue, (2) lymph; (3) adipose tissue;
etc. C words after AV are (1) collections of lymphoid cells; (2) lymphocytes;
(3) plasma cells; etc. The T and C words also occur in other combinations
(below), and will be listed in their subclasses (3).

As to the other combinations into which T and C words enter: There are
rare constructions in which two words of T are the two arguments of an
operator, e.g. The lymph stream passes through the glands (paper 1, 783.1.7)
and the more common construction seen for example in the lymph follicles
in the spleen (paper 4, 12.4.2). Much more common, and different, are the
constructions in which the first argument is one of a specified set of words
which are names of cell types, as in lymphocytes present in the fat of the renal
sinus (paper 3, 128.8.2), Cells of characteristic appearance occurred in the
reaction centers (paper 4, 1.3.4), Lymphocytic hyperplasia becomes organized
into the characteristic follicular structure (paper 5, 204.2.2), the chronic
drainage of cells from a thoracic duct fistula (paper 10, 303.2.1). The subject
position here is occupied by C words, but not by T words; and the second
argument is always T and not C as it is in respect to Y verbs, below.

The verbs in the C-T (and rare T-T) sentences above are marked W.
These are two-argument members of W. There are also sentences in which
T or C appears as subject of a one-argument operator such as develops,
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multiplies, is inflamed, which are also marked W (but intransitive). The
two-argument and one-argument W fall into several subclasses.

There are also, in the later articles, W-type sentences in which the
subject is not cell or plasma cell, etc., but the nucleus, the cytoplasm, etc.,
where the is a referential for of the cells mentioned. We find, for example the
cells had a nucleus which... and also The cytoplasm (of the cells) was fine
(paper 11, 164.4.5). Thus we have In the smaller ymphocytes a small amount
of endoplasmic reticulum was found (ibid. 5.2), a transform of The endoplasmic
reticulum in the smaller lymphocytes was in small amount; and The cells had
a nucleus which was more abundant in chromatin (paper 4, 1.3.7), tranform-
able into The nucleus which the cells had was more abundant in chromatin. If
nucleus, cytoplasm, nucleolus, Golgi area, etc. are put in a class S (“intracellu-
lar structures™), then all of these sentences have as subject the sequence:
S of C. The operators in these sentences are in most cases intransitive (i.e.
require no second argument). They can be included in the class W, in
subclasses which depend on the two-noun subject: S of C. These subclasses
of W differ from those which depend on C or on T as subject.

The class C appears in one other environment: as both subject and object
of a class Y of two-argument operators (3) are related to; (4) are classified
as; (7) is identical with; (9) has as member; (13) have some points of similarity
to. T words do not appear as subject and object of Y.

The above word classes have been established in respect to the following
recurrent operator-argument combinations: GJB, GUT, AVT and AVC,
CWT, TW, CW, S of CW, CYC. These combinations enter into a further
combination, namely the frequent GJB:AVC and GJB:TW, where colon
represents is followed by and the like. The common text form is not

GJIB is followed by TW,
but rather

GJB. Thereafter TW.
and

after GIB, TW.

An example is On the first day... after the last injection... in every instance
the nodes on the injected side... were greatly enlarged (paper 1, 789.1.2-3).

It should be stressed that word-classes are established by the combi-
nation into which they enter, not by any semantic properties. For example,
the G, subclass occurs in the positions of G, i.e. before U, as above, and
before J. It also occurs in the position of GJ together, i.e. before :TW (as
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in end of section 6) G¢ includes (1) infection, plague; (6) lymphatic leukemia,
plasma cell myeloma; (7) chronic infectious diseases, hyperproteinemic states.
But this does not mean that G; represents disease. Indeed, other disease
names are found not in the position of G¢ but in the position of AV. This
is seen in (1) Lymphatic leukemias are not associated with hyperglobulonemia
(paper 6, 164.6.2), which fits best into the G;:AVC sentence type, especially
considering the components of the word hyperglobulonemia, which are
A V" T, (for the symbols, see below). One could even consider lymphatic
leukemia as G{U'T ., and plasma cell myeloma as G{U'C, (diseases reaching
tissues). Then (1) would be GJ:AVC followed by G{U'T,,, where the w
indicates that G, leukemia is carrying a (reduced) relative clause which is
lymphatic. In accord with this analysis, Rabbits were immunized. .. and this
resulted in a marked degree of hyperglobulonemia (paper 3, 121.1.2) is a case
of GIB:A, V' T,,.

There is a sharper example of how the criterion is how word-occurrences
combine, rather than which words are identical or what is their meaning.
This is seen in the class of operator-phrases, marked I, whose first argu-
ment is C and second B, with a third argument, also B, in some cases. The
words are: (10) inject into... from, as in the transformed component-sen-
tence Small lymphocytes were injected from other rats (3.3.2.2), Thoracic duct
cells were injected into rats from normal non-immunized rats (314.3.3); (14)
introduce, as in The lymphocytes were introduced in the afferent vessel of
another node (579.2.5). These I occurrences are not included in J (which
contains other occurrences of inject, introduce) partly because here the first
argument (of the passive) is C and not G, although the distinction is not
always obvious since G can contain cells as in sheep red blood cells. Another
distinction between J and I is that I can have from B (in addition to to B)
as second argument, something which is excluded when the subject is G.
Thus we have two sentence types: CI info B from B, as against GJB;
although the words of I appear also in J.

A final noun-class is D, which includes (6) nucleic acids, DNA, PNA
(RNA). This class differs from all other noun classes in respect to word-
combinations: it occurs both in AVD and in DVC (see section 6 below).

Finally, there is a class marked : (colon) of conjunctions and of verbs.
Both arguments of a colon are sentences. The first sentence, before colon,
is GJB, in a few cases GUT (or GUC) and CIB. The sentence after colon
has V or W as its operator. GUT and CIB may also appear as second
sentence, after GJB:. In the following list of the members of colon, an arrow
after a member means that that member precedes rather than follows GJB.
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For example, after— indicates that after precedes GJ in After the rein-
Jection,... it was possible to observe the occurrence of cells of characteristic
appearance (paper 4, 1.3.4); and to« precedes GJ in the response to a second
intravenous injection of toxoid (paper 10, 306.4.2). In contrast, produce
without arrow indicates e.g. Diptheria toxin was utilized to produce local
inflammation (paper 1, 792.1.1). The colon class includes (1) wh-con-
Jjunctions and pronouns «, after—, with, to«, following <, produce, call forth,
induce, result in, upon«—, in—; (2) yielded; (4) conditioned; (5) prior to«,
specific to —; (9) outcome of, detonates, results after— ; (10) gave; (12) to trace;
(14) give rise to, is stimulus to. Although the colon words are grammatically
conjunctions and sentence-connecting verbs, they differ in these articles
from the other conjunctions in that they connect the two members of a very
frequent sentence-pair: GJB and CW (or TW, or AVC). There are in
addition many other conjunctions, which connect various sentences (in-
cluding the above pair-sequence as a unit, e.g. GJB:CW) to others. While
these other conjunctions are noted in the tables, they are not represented
in the formulas, because their subclassification depends on an analysis of
long sentence-sequences, which is not part of the present study.

These, then are the gross word-classes that can be distinguished by their
co-occurrents in the material here investigated. In certain gross classes (G,
J, U, A, Y), many members can co-occur with almost any member of the
co-occurring classes (e.g. antibody in A can occur before any V), while other
members (such as plague in A) can occur only with particular members of
the co-occurring classes, or with particular members of the co-occurring
classes, or with particular grammatically-farther words. We put such words
into a subclass: e.g. plaque in A,. There are other gross classes (V, T, W,
C, S) in which virtually all the words are restricted as to co-occurrents, and
thus are members of one subclass or another. In such classes, any word
that is not thus restricted has the meaning of a classifier or a pronoun for
the restricted subclass words.

3. WORD SUBCLASSES

The subclasses are marked by a subscript after the class symbol. The
different words in a subclass are in effect synonymous in respect to the
given articles; that is, the semantic differences between them are immateri-
al to the research discussed in these articles.
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G has a subclass G, for foreign substances that do not call forth
antibody response. Differently from GJ, the G, _J is not followed by :AV
(but by :AV;"). Members are, e.g., (1) dye substances, diphtheria toxin.
Infection, disease, and some related words form a subclass Gy, noted in
section 2.

U has a subclass U; expressing the antigen’s stopping at a tissue or its
presence in the cell: (1) is arrested in, is held by; (4) accumulates at, is found
in; (9) presence of. There is a subclass Uy: (4) perish in. We find a GU§ T,
sentence-type in the transformed Thymus has an insignificant phagocytizing
capacity toward antigen (paper 4, 12.4.2). There is also Uy: (5) multiply, in
eliminates the question of multiplication of the agent (paper 5, 204.2.7); and U,
sensitize. ’

The class T has a few non-specific members, which have in most occur-
rences the status of a classifier (see below): (1) tissue, site, organ; (4) places.
The other words that appear in T position are assignable to distinct
subclasses on the basis either of the W subclass with which they occur or
of the neighboring sentences to which they are conjoined. One subclass is:

T, (1) blood, serum, vascular, circulating; (12) humoral.
Subclasses referring to lymph tissue are:

T, (1) lymph nodes, lymph glands;

Ty (1) lymph, lymph stream.

Ty (1) lymphatic plexus, lymphatic capillaries, lymphatics, lymphat-
ic tissues; (2) lymphoid tissue;

Ty (5) interstitial fluid, lymph supernatant.

Subclasses of other tissues containing antibody-forming cells are:
T, (3) thymus;

T, (3) adipose tissue of the renal sinus, fat of the renal sinus, pelvic
far;
T, (3) retroperitoneal adipose tissue, retroperitoneal fat.

Subclasses naming tissue structures are:

T, (1) spleen;

T, (4) red pulp of the spleen;

T, (4) white pulp of the spleen, lymphatic follicles, follicular tissue;
T, (4) Malpighian bodies, periphery of the lymph follicles,

T, (9) cortex;

T, (9) medulla;
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T, (1) germinal centers; (4) reaction centers,
Ty (10) thoracic duct fistula.

Subclasses of tissue not containing antibody-forming cells:

T, (1) liver;
T, (2) muscle.

In W, whose one or two arguments are T, C, or S, a few general
properties are named: (1) size, appearance, (3) weight, have histological
features, (11) have morphological features. Otherwise, there is a host of
subclasses, each characterized by particular arguments. The major ones
(for the others, see 5) are:

W_, whose argument is T or C, contains (1) reaction, are affected, involved,
(3) active; (9) response, biological event,

W; has only T as argument: (1) painful, inflamed, hemorrhagic; in this
context normal is W;_ (where the tilde means not).

W, after T is (1) enlarged; after C or S it is (4) large, with W, _ standing
for small; after S it is also (12) extensive.

W, only after T, contains (1) rupture, open; it occurs in particular
sentence-sequences.

The most frequent operator on the pair C, T is W;, whose first and second
arguments are mostly C and T respectively (or T and C, in the case of words
marked “inv,” for “inverse”): chiefly (3) infiltrate, found in, present in, present
in, W, _ free from (inv, the lymphatic tissue investigated was free from plasma
cells, 128.3.3), W.* predominant; (4) met with, localized in, Wt abundant,
contain (inv), abundant in (inv, in the pieces of red pulp were abundant in
plasma cells, (5.1.1), in, have number (11.1.5); content; (5) W+ hyperplasia;
(7) consist of (inv); (9) scattered, (10) W, _ depleted of (inv), W; _ are lacking;
(12) W few, scanty, etc.; (13) occupy.

W, also has C as subject, in many cases with a second argument T: (3)
proliferate, -poietic; (4) formation, development (11.2.3), production; (5) multi-
ply; (7) output, -genesis.

W_ has mostly C as subject, but with no second argument: (1) change
(where the subject is still T); (4) transition, develop; (5) become organized,
(9) differentiation, changing character, course of events; (11) pleomorphism;
(13) adaptations, different; (14) sequential changes.

A related subclass with one argument, C or S, is W,,,: (6) reach maturity,
(7) well-developed.
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Somewhat less common is W, whose first argument is C (rarely T) and
T: (1) flow, pass through (with T subject); (6) leave, separated from; (14) held
up in, enter, settle in, migrating throughout, reach. Inspection of the neighbor-
ing sentences shows that W, deals with the presence or absence of cells in
tissue, while W, deals with their motion.

A very few words can be put in another subclass, W, with C as subject:
(4) disintegrate, or T as object: (10) damage. And W,: (7) mitoses.

In addition, there are several subclasses, each with a particular subset
of S as subject. Chief among these are:

W,

S

W,
W,

(4) eccentric, and W, _ round, with subject S, (nucleus);

(4) red, (7) basphilic, pyroninphilic, bright with subject S, (cy-
toplasm); :

(11) rough with subject S, (endoplasmic reticulum);

(13) electron-opaque, with subject S,

Finally, there is a subclass W/ of laboratory prodedures, whose object
is C or T, such as (7) seperate by sedimentation, (1) excise, tease.
As to C, the following major subclasses can be distinguished:

¢,

G
C,
Gy
Gy
Can

(1) lymphoid cells;

(1) lymphocytes,

(2) reticulo-endothelial cells; (4) reticulum cells, reticulo-endo-
thelial elements;

(3) plasma cells, (13) plasmacytic;

(9) hemacytoblasts, blast forms;

(10) pyroninophilic cells;

(13) macrophages.

In S, there are few classifier words serving for all subclasses: (11)
structural units. The other words are in subclasses on the basis of the W
subclasses whose subjects they are:

S.

g 7w g &
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(4) cytoplasm;

(4) nucleus,

(7) nucleolus;

(11) mitochondria;

(11) Golgi apparatus, Golgi bodies, (13) Golgi area,
(11) endoplasmic reticulum, (12) ergastoplasm;
(11) ribosomes;

(13) perinuclear space.
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In the class Y, whose two arguments are both C, a few subclasses can
be distinguished; the main Y words were given in section 2. The major
subclass is Y,: (4) differentiate from; (11) differ from, show pleomorphism in
respect to, show a progression of development through; (13) are transitional
between.

With the superscripts f, (from) and t (t0), presented below, different
words appear:

Y! (3) descend from, (4) originate from, (9) arise from, (10) is
precursor of (inv), (14) is derived from;
Y(

. (4) develop into, transition to, (12) results in, (14) gives rise to,
produces.

We now consider the subclasses of A. These are:

A, (5) substance;

A, (5) protein, (13) protein-like material,

A, (7) beta and gamma globulins, plasma globulins;

Aq (11) plaques, (14) hemolytic plaques, (13) hemolytic antibody
plaques;

A, (13) rosette.

The main A words were listed in section 2.

Finally, the class V. The most frequent subclass is V;: (1) found in,
contained in, appears in, positive, demonstrable, in, accumulates, titer in; (2)
storehouse (inv, i.e. lymphocytes as storehouse for antibody protein), V7
negative; (4) amount in, (5) of; (6) quantities; (9) intra-, stained for (inv);, (11)
actual finding within; (12) distribution, identity in, reveals (inv); (13) occur in.
The other major subclass is V,: (1) formation, production; (3) source; (5)
primary site; (6) synthesis; (7) multiplying; (9) development; (11) cell in center
of plaque (individual cell producing antibodies), cells at edges of plaques
(cells not producing antibodies).

It should be clear that V; and V,, differ from each other not merely in
meaning but in some word-combinations. For example some papers write
AV,C,, but not AV C,; indeed, some of them have an AV C, sentence.
A subclass which is a classifier for both V; and V,, is V,: (9) reaction.

Three subclasses cover the remaining relations of antibody to cell or
tissue:

V. (1) taken out, seep through, drained from, (4) extracted from,
(5) distributed, pass through, received, (13) absorbed, coated
with (inv),

V, (11) secreted;

V, (13) storage.
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with (inv);
. (11) secreted,
(13) storage.

<<

4. WoORD MODIFIERS AND LocAaAL OPERATORS

Many occurrences of the central words of a sentence, i.e. those that are
members of the gross classes and subclasses above, carry modifiers (such
as large preceding a noun, or primarily following a verb) or local operators
(such as begin to preceding a verb) which are indicated here by superscripts
on the central words. Only a few combinations of central words make up
the sentence types of section 6, and they can occur without the modifiers
and local operators. When these latter occur, it is only in local grammatical
relation to central words, or to other modifiers and local operators on the
central words. In the grammar of the whole of English, the modifiers are
transforms of operators in secondary sentences (i.e. those joined by wh- to
the primary): e.g. Some large lymphocytes contained antibody from Some
lymphocytes contained antibody; the lymphocytes were large. And a local
operator is derived from an operator on a sentence: e.g. The cells begin to
differentiate from The cells begin their differentiating (where They differentiate
is a sentence under begin). However, in the language of the texts here
investigated, these words have the special property stated above, which
makes them ancillary parts in the sentence-types of the science rather than
constituents of new types of sentence. Whereas a subscript on a class
symbol indicates the (subclass) choice of words in the given occurrence of
the gross class (e.g. A, for protein as against A for antibody), the superscripts
indicate added words before or after the central word. In some cases,
however, the added meaning indicated by the superscript is carried by a
new word choice in the gross class, rather than by an added word. This
happens especially in the superscripts for negation (e.g. V5 free from,
equivalent to not containing (as against V; containing), quantity (e.g. VTi rise),
equivalent to increased presence as against V; present), and direction (e.g. Y!
develop into, equivalent to change into, and Y£ derived from, equivalent to
change from).

In the tables in Appendix 1, from which the vocabulary above is drawn,
there are superscripts on operators, on nouns and on conjunctions. Those
on operators include — in rough semantic characterization — negation,
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quantity, aspect (e.g. begin to), direction, and some which are particular to
the verbs of these texts. They are:

~

for not, un-, in-, abolish, fail to, cease, depress, and word-
replacements meaning negative or opposite;

for to restore, to reverse or correct (unresponsiveness),

(also on nouns) for much, so, rapid, marked, enormous, strong,
high, pronounced, rich, massive, constantly, several, intensive, ex-
tensive, numerous, predominant, mainly, considerably, great,
large numbers, significant numbers, in profusions, brisk;

for few, little, low, small numbers, no large amount, sparse, mi-
nor, paucity;

for increased, rise, growing,

for decrease, recede, fall, decline, diminish, subside, smaller;,

for more (than), higher concentration, -er, exceed,

for maximal, peak;

for less;

for from, of, also in efferent; t for to, into, also in afferent; y
for by, along, on, through; ft also for between... and (i.e. in the
interval from... to).

In what may be called the aspectual meanings there are:

b
s

for begin, start off on, reach, initiated, induction,
(on verbs) for stop, end with;

and the important r for have role in, participate in, relate to, factor in, act as,
regulate, concerned with, correspond, possible, importance in, responsible for,
instrumental, dependent, associated with, contribution to, mediated, play a part
in, of significance for.

Distinct from this is k for have capacity.

On the colon, which is the only conjunction included in the sentence-for-
mulas, there is one class of modifiers, marked t and written for convenience
as a subscript instead of a superscript; for example

°t

for three days after, on the 12th day after, until the 7th day fol-
lowing, shortly after. Time indications found elsewhere in the

sentence are transformed if possible into being placed on the
colon, just as quantity and negation modifiers on a noun are
transformed if possible into being placed on the operator on
that noun.
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There is also:

e for early, first, chiefly on verbs;

i for rapid.
A special modifier on verbs is
v for in vitro, in culture.

There are also frequency superscripts on J:

1 for primary, single, sensitizing, one;
2 for secondary, re-, booster, two,
3 for repeated, hyper, further.

On nouns the superscripts are:

for large, extensive, distended, with g~ for small,

for mature, well-developed,;

for changing, developing, differentiating, transitional, variation,
intermediate;

for capacity for;

for active;

for disintegrating;

for extract of,

(on T) for suspension of;,

for line, category, family, class.

L ]
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There are finally two gramatically different superscripts, both involving
reference. A capital letter indicates a reference to the occurrence of that
letter as a gross class in the same formula.

One superscript is G. Thus GJ:ASV, can represent Afier an antigen is
injected, antibodies to that antigen appear. And GIB:AV, TP represents After
antigen is injected in the left ear, antibodies appear in the lymph node on that
side (where the left ear, is equivalent to the ear on the left side as in paper
1, p. 792).

Superscript B represents regional, of the injected side, neighboring, local, the
sole draining, homologous, homolateral,

B~ is for the uninjected side, opposite, heterologous.

The other exceptional superscript is w, placed on a symbol whose word
carries a relative clause that is not included in the same formula but is
represented by a seperate formula following. This separate representation
of a relative clause is used when the clause is itself a sentence type of the
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texts. For example, Pathogenic bacteria carried on the lymph stream are often
arrested in the glands through which this stream passes (paper 1, 783. 1.7) is
represented by a sequence of three formulas: G¥U, T} for Pathogenic bacte-
ria are often arrested in the glands, followed by

GUYT, for Pathogenic bacteria are carried on the lymph stream,
and
TMW T, for This stream passes through the glands.

The two superscript w in the first formula indicate that the symbols to
which they are attached are hosts to two relative clauses which come from
the two next sentences (listed in the order of the two w).

In contrast, a relative clause which does not contain a separate formula
is simply represented by the appropriate superscript or subscript on its host
symbol. For example, There are considerable differences of opinion concerning
the changes which occur in the primary and secondary response to an antigen
reaching the node (paper 14, 583.3.1) we can transform in part to the changes
which occur in response to an antigen’s primary and secondary reaching of the
node, which is GUT,:CW,_ (where changes which occur in response is W.).

5. SUMMARY OF WORD CLASSES

The sentence-segments M which operate grammatically on the science-
sentences state the scientists’ views or actions in respect to matters de-
scribed in the science sentences.

M verbs: e.g. observe, doubt.

N': e.g. investigators, personal names.

M’': e.g. examine, extract, prepare a table of.
M": e.g. probable, significant; problem.

M conjunctions: e.g. indicate, is a condition for.

There are occasional problems in separating grammatically the meta-
science segment of a sentence from the science-sentence.

The gross word-classes are: (the sample member given below is a clas-
sifier or main member of the class):

G antigen
J is injected
B e.g. in rabbits, subcutaneously
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U travels, is distributed to
A antibody

A\ is present in

T tissue

C cell

w have histological features
S e.g. nucleus, cytoplasm
Y is called, is identical with
I is injected into . . . from
D nucleic acid

: thereafter

Conjunctions between formulas are not considered to be parts of the
formulas and are not listed here.
The subclasses of nouns, itemized in section 3, are:

G,.. dye

G, infection, disease

A, substance

A, protein

A, Beta and gamma globulin
A, rosette

T, blood

T, lymph nodes

Ty lymph

Ty lymphatic system

Ty* lymphatic capillaries
Ty lymph supernatant

T, thymus

Ty adipose tissue of the renal sinus
T, retroperitoneal adipose tissue
T, spleen

T, red pulp of the spleen
T, lymphatic follicles, white pulp of the spleen

T Malpighian bodies
T, cortex

T, medulla

T, germinal centers
T, thoracic duct fistula
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ribosomes

perinuclear space
chromatin

s = 6

-

L

mmmmnmmmm

-

B and D have no important subclasses here.

The subclasses of operators (verbs and adjectives, even if nominalized)
are distinguished by their arguments (subjects and objects). Thus U;:G—C
indicates that words of the U; subclass occur with words of the G class and
words of the C class as arguments. Entries with leftward arrows indicate
that the order of arguments is right-to-left; for example, contain <, as a
member of U;, has a member of the class C as first argument and a member
of the class G as second argument: cell contains antigen.

U: G— G—T —C
route reaching stimulated
travels stimulate stimulus
stimulated by « has been process-

ed by



Ut:

Ut

Ufty .
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G—C
sensitization 1o «
sensitized
exposure to «

G—C

uptake by
encounter with «
interaction with «
contact with «
contact by «
adherence to

G—T G—C
found in contain «
arrested in presence in
hold «

detected in

content in

concentration in
distinguish in
accumulate in

G—T,

are carried to
distributed to
seive out «
reaching

G—T,
arrive by

G—T,
escape from

G—T, T,T,
has a path between. ..
and... along

s G_Tb G_Ts
are carried on absorption by distribution of
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G—T,, G—T; G—T,
perish in phagocytizing capacity for «
G—
multiplication of «
A—, A—C,A—B
response
A—T, A—C A—SC
Sformation in form «—formed in
Jformed by produce — synthesis of
production synthesis of «  production in
of —
are the source
of «
resulting from
multiplying
A— D—
size of multiplication
production
Jormation
A—T, A—C, A—SC A—SC
in is restricted to
Sfound in filled with «
appear in is free of «
(=V7)
detect in are nonre-
active for «
was demon- (=V7)
strated in
visible in

present in

A—C

in the cen-
ter of «
at the
edges of —
(=V;)
occur in «

D—C

in

contents of
Dresence in
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contain in

within

distribution in
associated with
occurs in

intra-

contain «

positive for «

as a storehouse of «
content of

was stained for «
were negative for — (=V;)

A—TT A—C A—SC
occurred over detected around present through-

distribution between out

A—S,

have deposits of «
deposition of «
storage of «

stores «

A—C,, A—C,

secrete «—

secretion by

release of

AS—C

reaction on the surface

of

A—S . Cm A—C A—T*

escape from extracted from  liberation from
was derived
from

A—T, A—C

drained to absorbed to

A—T,
concen-
trations
from
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drained into coat passively with «
absorbed to adherence to

Vit A—T,, A—TT, A—TC,
taken out of... by being received from by concentrated

from... by

taken up from... by

v A—T, A—T,
passing through seeped through

Vi A*—C§~C
is transferred to

W: T,— SC—
size and appearance  state of
continuity of
appearance of

W,: T— —C, C—T
reaction reacting
action reaction
activity in active
active event
affected course of events
histologically involved fate of

response

W, C—, C—T S,C—, S'C—
differentiation differentiation
change developmental change

stage of development  development of «
change takes place in have further increase in

number,
changing character in length and width
changes in organization
development developing

complex
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Cy—Tf

becomes organized into

T /' —
rupture
open

SC—
large
prominent
extensive

large and honeycomb-

ed

S.C—
electron-opaque

electron-lucent

SC—, C
small

SC—
distinct

maturity

C—
primitive
immature

S—SC

in

had «

with «
constituent of
occupied
associated with «
ringed with «

C—
enlarge
large

mature

S—

in

occupied by «
of

containing «
present in

was found in
displayed by

T,—

enlarged

large

swollen
enlargement of
hypertrophic

C—T
maturation pro-
cess in

C—

present
detectable
appearance
encountered
occurrence
occurring
were met with
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were found lining
bordering
contents of «

C—T
present in
in
scattered in

of

appear in

fixed in

within

consisting of «
occurrence in

T,~—T,

in contents of «
T, —T;

caught among
contain «

C—T
free from

C—
multiplication
development

perpetuates itself
- poiesis

- genesis
formation of <
proliferation of «
production of «

CHAPTER 2

volume in

detected in

were found in

were met with in

were contaminated with
-

containing <«

persist in

showed infilitration of
«—

infiltration in
infiltration of

C—T

Jormation of colonies in
clusters scattered in
profusion throughout
form colonies in
aggregates may possi-
bly constitute
generate «

genesis in
development in
development in

content

diffuse
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S,C— Ss—C T,—B

well developed develops were well devel-
oped in
showed
proliferation
of «

Tr_Tf

proliferation in

C—

undergoing mitotic division
dividing

divides

mitotes were found

T—
flows

C—T,
transferred (from)
output from
output of «
leave from

m
z —'Tn

would be held up in

Cc—T,, C—T,, C—T C—T
entered deposition «
settled in

TT,
was prevented from reaching

C—T,
pass through
migrating throughout
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CceE~—T, T,
circulates between blood and lymph

C—T,, T~T,
drainage from
emerged from
loss from

S.C—

eccentrically situated

having eccentricity

eccentric, showed deep indentations with the
chromatin in part condensed

indented

pushed to one side and indented

S.C—
intact
round, with evenly dispersed chromatin

S, C— S.C—
distended broadened
widened

sparsely and consistent-

ly widened

dilated

S, C— S.C—

narrow, rare narrow

flattened

with a constant narrow distance between
the rows of ribosome bearing membranes

narrow and of constant width

narrow

S.C—

fine and granular, with most organelles confined to the larger

pole of the cell
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S.C—

oriented in more or less parallel lamellae
a parallel orientation

having regular circular lamellae

S, C—
apparently random orientation
no organization into lamellae was apparent

S,—S.C
randomly distributed

S,—S.C
were clustered in polyribosomes in
in clusters in

S,C—
rough, having single narrow channels
rough

S.C—

red

typically red

stained moderately red in Unna-Pappenheim (methyl green py-
ronine),.and light blue in Giemsa

flourescent

basophilic

pyroninophilic (basophilic)

S.C—

pyroninophilic, conspicuous

C—

basophilic

Ty — T,—

- angitis inflamed
hemorrhagic
inflamed

edema
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Ts_Tz,H Tf _Ts

separated by means of, to be cut from

sedimentation into

were subjected to differential sedimentation
to separate them, if possible, into

T—

were excised

was collected externally

examination

examined for weight and
histological features

C,T,—, C)~—

were centrifuged, washed in saline and
then divided into 2 portions

labelled with thymidine

labelled

lysed

suspended in normal rabbit serum and cultured

in a roller tube for 48 hr.
lysed in distilled water

Cr—

identified on electron microscopic radioautography

S.C—
spun down

C—T

preparations from
were separated from
withdrawn from

Cc—C
to be considered of
were typically are same as
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are closely related to

are

are in

Sfound to be in

classification into

typical of

were considered

were called

classified as

could constitute

had some points of
similarity to

appearance is indistiguish-
able from that of

was identical in its ame-
boid movement with

independence of (= Y™)

S—S

being distributed as
appear as

may be

is in the form of
are

c—C
transitions between

c—C
Jormed from
derived from
descend from

identified as

contained some morphological
Seatures both of

may represent

of the morphological classification
of

include

appears to represent

have shown pleomorphism of

resembles morphologically

can be assigned to

being differentiated into
is according to our nomenclature

were regarded as

with the morphological
characteristics of

distinguish from (=Y"~)

A—A

is

must be
identified as

arise from
considered as the stem cell for «
originated from

adaptation or differentiation from

differentiating from
is a precursor of «
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Y c—C
development into develop into
give rise to produces
production of generating

differentiation, resulting in  the mature member is
transition into

Y c—C
shown a progression of development through

Y™ Cc—CC
bridge the gap between... and
morphological indications of a transition between... and
transitional between... and

Yt Cc—CcC
differentiate through. .. to

Y Sr—Sr
a transition to

Y;: Cc—C SiS.—SsS.
are known to include intermingling with
found among
among
in

A—A
the involvement in formation of

J and I have no subclasses here.

The superscript modifiers and local operators are listed in section 4
above.

The approximately 100 symbols in sections 4 and 5 together with quanti-
ty words (e.g. 3 days) to specify the values of t on colon, suffice to express
the information in the papers here analyzed. Their classification and com-
binability provide a grammar of the restricted language of the subscience.
All that is missing here is the set of conjunctions, and the details of the
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meta-science segments which operate grammatically on the science sen-
tences.

The question might be raised whether a scientist in the area would be
able to construct the same vocabulary list without having to go to through
the analysis of the word-combinations. In part, certainly. But reducing the
wealth of English verbs used in the papers to the particular list of U, W,
Y, V, subclasses would be by no means obvious, even to a worker in the
area. It is also questionable whether the impressions gained from research
experience would suffice for classifying phrases collected here into the
superscripts, especially in the case of such a complex semantic function as
that filled by the superscript r (having a role in). The scientist using the
words grouped under r is expressing his view of the status of cells in
antibody production. A check on how these words co-occur with the
subjects, objects, and neighboring sentences of V, indicates whether all
these words are being used for the same unspecified status, or whether
certain words differ from others in respect to what status is meant.

There are several important relations within and between word-classes.
For one thing, for certain classes and certain sentence types, there are
classifiers, i.e. words whose meaning is that of all members of the class or
type. Thus cell, tissue serve for any C and T members, respectively. In
antibody response, the word response can refer to either V; or V, and is thus
a classifier of these; but immune response refers as classifier to AV;, AV,
or CW, (or TW,), as noted in Chapter 4. Site in these papers refers to the
particular C (or T) such that AV,C, i.e. to the locus of antibody production.

There are various relations of a class to its members. Many noun sub-
classes have only one member here: e.g. muscle T.. Some subclasses have
a few members whose differences in meaning is important elsewhere but
is not relevant in the present articles: antibody, agglutinin in A, or blood,
serum in T,. Some classes have members whose meaning difference is
relevant to the given area of science, but not to the arguments and con-
clusions in this set of articles, i.e. in respect to the site of antibody formation.
One example of this is G, as between the different antigens tested; and in
B, as between the different locations of injection, or the different animals.
In many articles the experiment was intended to see if any antibody
production differed for different G, or B. Hence the differences would be
important for any survey of the field. But once the results showed no
difference in site, the variety of G, or of B, become irrelevant to the
sentences about site. We see here how the grammatical structure of re-
search articles can bring out results which would stand out less clearly in,
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for example, review articles or textbooks. Another example is seen in A,
as between bacteriolysin, hemolysin, anti-ferritin, etc. In addition, some sub-
classes contain synonyms: these are few in the noun classes (e.g. node and
gland in T,,, antibody and antibody protein in A, sheep erythrocytes and sheep
blood cells in G). But synonyms are many in some operator subclasses such
as V;, V,, W;, and the colon (even though not all the words in each subclass
are synonyms in English). Finally, some subclasses have words some of
which are synonymous even in general English while others are slightly —
but importantly — different semantically in English but not here: so in Wy,
Y, and the superscript r.

There is also a relation, which may be called dependent synonymity, in
which a subclass has a particular member when its operator or argument
subclass has a particular member. For example, cells in the center of plaques
indicates cells which are producing antibody: it can be written A,V,C,
while cells producing antibody is written AV ,C. Similarly, cells at the edges
of plaques is AV, C. A slightly different situation of this kind is seen when
the words of a class differ according to the different prepositions which
operate on them: e.g. U, which can be represented by “move,” has arrested
in, etc., for “move into” (UY), reach for “move to” (U*), escape from for “move
from” (UY). In the whole language, such complementary members are found
among sounds (in the “conditional variants” of phonemes), but hardly ever
among words, because the ranges of meanings and of combinations among
words are too complex. But in the restricted content of a subscience we can
find such complementarity of use as in the case of the plaques above.

There is not enough material here to show how many words are fully
synonymous in respect to this research area. In the cases where words are
synonymous in respect to their combinability and meanings in these ar-
ticles, the synonyms can be replaced by a single word. Thus each subclass
can in principle be reduced to a single member which would be the English
—or French, etc. — representative of the symbol; in case a subclass contains
several non-synonymous members, it can be replaced by several sub-
classes.

The possibility of finding synonyms is increased if words that are gram-
matically equivalent to a sequence of more basic words are factored into
(i.e. replaced by the sequence of) those other words. For example, in
Wesslen obtained thoracic duct lymph (paper 14, 577.1.3), we cannot, on one
hand, easily extract a known sentence-type since obtain does not take lymph
as subject; hence this is not a science-language sentence. On the other
hand, if we leave obtain in the meta-science portion the lymph has no
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operator. However, if we factor obtain into establish the presence or the like,
we would have Wesslen established the presence of thoracic duct lymph which
is a meta-science operator (establish) on a TW'T,, sentence (lymph is present
in duct).

There are many homonyms, that is cases where the same English word
appears in two or more different classes. Thus, produce appears frequently
in AV,C (Lymphocytes produce antibody), but also seemingly one in Cy.C
(lymphocytes’ secondary response, which would presumably be chiefly the pro-
duction of plasma cells, paper 14, 583.3.4). Here the word produce has two
quite different meanings.

There is also a synonymity-homonymity among operator subclasses,
which is indicated by the appearance of the same subscripts in different
operator classes. Thus we have V,, W;, U;,and V,, W, U,;and U, V,,, W,
also W, Y, and superscript ¢; and W4 Uy, and superscript d; and W, and
superscript g; and V,, W,, and superscript a. Use of the same letter
indicates that some (but not all) of the words are the same (e.g. is found in
in V, and W,) and that the meanings are close, although they are not
identical (due to the different classes of argument). If a single word is
chosen for each subclass, the words chosen would be somewhat different
because of this meaning difference (perhaps appear for V; and occur for W;),
so that the homonymity disappears. Indeed, if the subclass symbols are
used instead of English words, the symbols, e.g. V; and W,), exhibit both
the semantic closeness, in the i, and the grammatical and semantic differ-
ence, in the V versus W. Within the richer — English — vocabulary actually
used, the homonymity (e.g. is present in in both V; and W;) means that our
classification has to be carried out on word-occurrences in respect to their
environment, not on words. That is, not is present in but a particular
occurrence of it is in V,. But if the symbols (rather than the words) are
looked upon as the real vocabulary of the science, sufficient for its reports,
then we avoid both homonymity and synonymity in the total symbol (e.g.
V,) but not in its components (e.g. i).

6. SENTENCE TYPES

In 2—4 the words of the articles investigated here were classified in respect
to their combinability, above all in their immediate operator-argument
relation. Hence, the operator-argument relation of these word classes was
being organized at the same time as the classification. Each operator-argu-
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ment combination forms a sentence: secrete operating on the pair lympho-
cytes, antibody forms (1) Lymphocytes secrete antibody. When the words are
mapped onto their classes, the sentences are mapped onto sentence-types,
e.g. CVA for (1). The 14 gross classes of section 2 combine into only a few
sentence-types, each consisting of an operator-argument relation among
particular word classes. Among these sentence-types there are cases of
several different combinations of the same word classes, in which the
combinations are paraphrastic to each other and can be considered var-
iants of each other: the difference is then statable as a sublanguage trans-
formation. The sentence-types (with parentheses indicating omittable seg-
ments) are:

GJ (B) e.g. influenza virus injected in rabbits.

GUY*TT e.g. Pathogenic bacteria carried on the lymph stream are ofien
arrested in the glands (G®U*T,, GUYT)).

CI"BB e.g. thoracic duct cells injected from normal non-immunized rats

into rats.

AVC  e.g. Antibody is formed in the lymphocytes.

(and

AVT)

CWT e.g. Plasma cells were usually not detected in the lymph follicles
(C.W{TY).

™ e.g. The nodes are inflamed.

CW e.g. lymphocyte disintegration.

SCW  e.g. The cytoplasm of the large cells is basophilic.

CYC e.g. These cells obviously originated from reticulum cells.

In addition, there is a conjunctional operator which pairs certain of these
sentence-types into a macro-sentence type, namely:

GJB: response sentences (i.e. sentences whose operator is V, W,
or Y, below)

GJB:GUT

GJB,:CI*B,B, (more fully GJB,: AVC®': CI"B,B,)

GUT: response sentences

CI™B,B,: response sentences (of B,)

Many AVC sentences appear as CVA (Plasma cells produce antibody),
with the verbs of AVC being passives of those in CVA, or vice versa. The
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AVC variant is used here because it is simpler to transform CVA to AVC
(e.g. the above to Antibody is found in lymphocytes) than AVC to CVA. The
subscript numbers on B above are to distinguish the two bodies in I
sentences: donor and recipient of transferred cells (paper 10). Some CWT
sentences appear as TWC (with inverse W). SCW sentences appear in
several paraphrastic arrangements. There are few G:A (antibody specific to
an antigen) sentences which cannot be sharply distinguished from GJ:AV
(antibody formation is specific to the antigen injected). There are also several
AYA sentences e.g. Antibodies are globulins. And there are a few cases of
DVC and AVD, too few to establish these formulas as the best form for
those sentences.

Subscripts, by definition, do not affect the sentence-types except in rare
cases (e.g. Y., or the referential B,, B,). Superscripts do, if they occur
characteristically in certain sentence-types: e.g. ft after I, or t (though
written as subscript) after colon, or quantifiers in sciences in which quantity
relations are persuasively important.

In part, these sentence-types fall into families: AVC and CVA; GJ:AV
and G:A; and all the W sentences together. Furthermore we note that
almost all AVC sentences, most of the CWT, almost all TW, CW, SCW
and almost all CY.C, as also most DVC, appear only after GJB plus colon
(even if the GJB: has been zeroed) or after GUT or CIB plus colon. These
restricted-occurrence sentences are called here response sentences, as
above. They refer to the immune responses to the §, U and I events. Indeed,
there are individual classifier words that can occur in place of these sen-
tences, whether V, W, or Y_: response, and more limitedly reaction.

Another kind of family of sentence-types is seen in the case of infection,
which was classified in section 3 as G;. For example, the reaction of lymph
nodes to infection (paper 1, 783.1.6) would be represented by GpT,W,, with
to (and in, below) represented by colon. However, in the occurrence of
plasma cells in chronic infectious diseases (paper 7, 2.6.1), the in accords less
with disease as noun (where in would mean “inside,” and the formula would
be G:C,W,) than with disease as a nominalized sentence, equivalent to the
occurrence of a disease, the formula being then GJ:C,W,. The latter is seen
in When such infection occurs the lymph nodes become enlarged (paper 1,
783.1.6) as GJ:T,W,. Indeed, the first example above can be taken as
transformed from the reaction of lymph nodes to occurrence of infection,
GJ:T,W,. GJ does not occur as an independent sentence (as GJB does),
but G;:TW and GJ:TW are in a family with GIB:TW.
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The colon-pairing of sentences can be combined into an envelope of
colon-pairings, in the sentence-sequences

GJB:GUT: response sentence
GJB,:CIB,B,: response sentence of B,

Any sententially whole portion of one of these sequences can represent a
macro-sentence, i.e. a row in the tables of Appendix 1.

The sentence types, plus the constraints on how the subscripts and
superscripts occur in them, are the grammar of the science-language pro-
per. In addition, the texts of the science have conjunctions and meta-science
segments operating in the science-language sentences.

7. SENTENCE FORMULAS

The sentence types are the recurring sequences of word-classes. Given a
particular sentence, we can insert into its type formula the subclass and
superscript symbols which represent the specific words of the sentence: e.g.
AV CE~ for Antibody is secreted by small lymphocytes. If the various words
represented by the same subscript or superscript are locally synonymous,
i.e. if their meaning difference is irrelevant to the given sentence, then the
type formula plus the subscripts and superscripts constitutes a sentence
formula which is informationally identical with the given sentence. The
formula can then be considered not just a representation of the structure
or information but an actual transcription of the information in the individ-
ual sentence. In the articles analyzed here, this situation can be achieved
in respect to all material in the fact sentences of the sciences except for
numerical modifiers of time and quantity. Numerical data cannot be sum-
marized, unless we know that only certain cuts — groupings or differences
- of the numerical information are relevant. In many sciences in which
quantity relations are important, it is possible to find transformations that
enable the quantity superscripts to be located at fixed points of the formu-
las, as the time symbol t was restricted here to the colon. In some cases,
also, it is possible to find that only certain ranges or contrasts of quantity
are relevant, so that symbols are needed only for these, rather than for
specific quantity mentioned in each sentence. Aside from the numerical
values represented by the time and quantity symbols, the only (but essen-
tial) information in the articles which is not included in the sentence
formulas is, first, the conjuctions between them (together with the hierar-
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chy, i.e. the operator-argument relation, among the conjunctions them-
selves), and, second, the meta-science operators and modifiers on the
sentence. ’

The sentence formulas can be seen in the tables of Appendices 1 and 2,
where each row is a macro-sentence preceded by its formula.

Not only the sentence types recur frequently in the articles, but also the
specific sentence formulas. (The actual sentences recur less frequently
because of the use of paraphrastic devices — synonyms and transfor-
mations.) In many cases a particular sentence formula repeats several
times within a paragraph, the difference between repetitions lying in the
time and quantity words, or in the conjunctions and M-operators.

The fact that the sentences of an article can be replaced by their sentence
formulas means that informational and other processing can be carried out
on the sequence of formulas, in which it is practicable, rather than on the
much more varied original sentences, in which it is impracticable. The
validity of the formulas as transcriptions of the original sentences can be
seen by comparing the formulas of a given article with the formulas of the
summaries of that article which are given in the introductory section of
various papers in the series. The methods of obtaining the least redundant
description of word-dependence leave room, in certain situations, for small
differences in analysis, leading to somewhat different subclass and sentence
formulas in different independent analyses of the same articles. However,
this could not alter the general result that only a few word classes and a
few sentence types suffice to determine sentence formulas which organize
the information contained in the article, in a form available for formal
analysis and processing.



CHAPTER 3

FROM STRUCTURE TO INFORMATION

The special structures of sublanguage and discourse, within language, are
of interest because their informational interpretation is different and shar-
per than the informational interpretation of the whole language. Since the
problem of identifying the antibody-producing cells has been resolved in
the papers investigated here, we know in retrospect how the papers differed
in respect to their information about this problem. This difference can then
be compared with the papers’ differences in grammatical structure, to see
if there is a controlled method of making an informational interpretation
of the grammatical structure of sublanguage material. It will be seen in
section / that differences in word classes and in sentence formulas appear
where there are known differences in information or in opinion. This
correlation suggests that one can indeed judge the information on the basis
of the structure, and it indicates how the structure points to the infor-
mation. Any relations established in such controlled conditions should
prove applicable in less controlled situations, such as in investigating
ongoing research, where our informational judgement about an article is
less definite (see section 2 below).

1. DIFFERENCES IN STRUCTURE AND DIFFERENCES IN
INFORMATION

1.1. Course of the information

We note first the main information presented in each paper in respect to
the site of antibody formation. Paper 1 showed that this takes place in the
lymphatic system and more particularly in the lymph nodes. Paper 2
showed that lymphocytes were involved. Paper 3 argued that the plasma
cells of the lymphatic system, and not the lymphocytes, were the antibody
producers. Paper 4 presented results in the same direction, together with
evidence that the plasma cells are the end stage of a development of
reticulum cells which go through lymphoblast stages, but, it was claimed,
not through lymphocyte stages. Paper 5 is an example of those articles

64
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which point to lymphocytes as antibody producers. Papers 6 and 7 support
the plasma cell results and argue against lymphocytes, paper 7 noting the
stages at which plasma cells are antibody producers. Papers & and 9 find
antibody in individual plasma cells, in internal structures studied in paper
12. Paper 10, in the course of a different research problem (concerning
donor cells injected into a second animal), showed that small lymphocytes
are not an end cell but develop further, and that they are essential to initial
antibody production. Papers 11 and 13 show individual small lymphocytes,
as well as plasma cells, producing antibody, and argue that plasma cells are
descended from lymphocytes. And paper 14 surveys the whole investi-
gation sketched above.

During the 35-year span of these articles, various scientific developments
aided in the obtaining of further results, and are reflected in the word-
classes and sentence types of these and contemporary articles. Chiefamong
the developments were: greater detail in intracellular structure, seen from
paper 4 and on; the role of nucleic acids in protein production, seen in
papers 6 and 7; the electron microscope, used in the later papers.

1.2. Changes in word classes

Only few new word classes were introduced in the course of these papers,
mirroring the informational developments. C, which is hardly mentioned
in paper 1, becomes one of the central classes in all following papers, as
the research narrowed from “which organ or tissue” to “which cell”. D
appears briefly from paper 6, when tests for nucleic acid were used in order
to indicate antibody production. S, for intracellular structure, appears first,
in this material, in paper 4 (only for nucleus and cytoplasm) and then
increasingly from paper 7 and on.

Of subclasses, we find C, (lymphocyte) from paper 2, C, (plasma cell) from
paper 3, and C' (individual, or single, cell) from paper 8. Y, (cell-change)
begins briefly in paper 3, frequently in papers 4, 7, 11, 13, 14. S subclasses
become numerous in later papers.

1.3. Changes in sentence-types

The changes in sentence-types reflect even more closely the changes in
information. Paper 1 has AVT (the antibody being found in an organ),
whereas the middle papers have AVC, which in many cases is composed
of a sequence of AV,T, and C,W,T, (i.e. antibody is found in a tissue T,
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which is rich in a certain type of cell C,), whence the conclusion is AV,C,
(C, produces antibody). Finally, the later papers have AVC without inter-
mediate reference to a particular T. Similarly, the earlier papers have TW,
for tissue reaction, while the middle papers have CW as well.

As soon as there is evidence of immature and mature plasma cells, and
of stages of “blast” cells preceding them, CY_C sentences appear. There are
formulas for short-range changes between near stages, as in CYY:C, (for
lymphoblasts developing into plasma cells), and formulas for long-range
changes, as in C,YEC, (for plasma cells being descended form reticulum cells).
At about the same time, the unsubscripted Y (for is called, is same as)
appears. Such CYC sentences could have occurred in earlier articles, since
the Y does not require any special experimental results, in contrast to Y,
which requires evidence of changes and stages. However, in the absence
of knowledge about changes there was less need to name various stages,
and to note that a name given by one scientist indicated the same cell or
stage as some other name given by another. What we see in these Y and
Y, formulas is that the recognition of cell-change and the naming of cell-
types went hand in hand. The cell changes were recognized as differences
between somewhat arbitrarily selected stages, and the stages were reified
by cell-type names; the untoward effect was that the subjects and objects
of Y. and of Y were treated grammatically as different things — cells — in
the science, rather than as a development of one thing — a cell line.

An example of how a somewhat different research problem is reflected
in the sentence-types is seen in the donor-research in paper 10, where there
appear CI**B,B, sentences (for injection of cells from one, usually sensit-
ized, animal B, into another B,) in order to see if the second animal will
respond by forming antibody. The relation of this part of the paper 10
research, and of this sentence-type, to the problem studied in these papers
is seen in the fact that CI*B,B, can be fitted in between GIB,: (for antigen
injected into the first animal) and :AVB, (for antibody in the second animal).
Other such cases are seen in paper 2 (not in the section included in
Appendix I), and in various papers included in the present report.

An interesting informational situation in these papers is the presence of
both the assertion and denial of a particular sentence. In this material,
AV, C, (Antibodies are produced in lymphocytes) appears in paper 5 and other
papers of the time, and in papers 11, 13, 14, whereas its denial AV, C,, or
AV_Cy under negative meta-science M, appears in several papers, e.g. The
experiments clearly refute the idea of antibody production by mature
lymphocytes (paper 7, 15.9.1); Antibody is not produced by small lymphocytes
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(paper 10, 317.1.1). In contrast, we have: A number of these cells (small
lymphocytes), with the characteristic small lymphocyte morphology, are also
antibody producers (paper 14, 587.5.2). The status of this confrontation, with
respect to the neighboring sentence types, will be discussed below.

1.4. Critique of the sentence-types

We now consider the course of the information in terms of the main
sentence types in the results-section and conclusions-section of each paper.
First we have as results AVT,, (paper 1), then both AV;C, (antibody
presence, papers 2,5) and AV,C, (papers 3,4,6) in circumstances that
suggest AV,C,, AV C, (antibody production in those cells). The C, papers
(3,4,6,7,8,9,12) argue against AV ,C,, partly because the small lymphocytes
(C2~) were viewed as a terminal cell from having too little internal struc-
ture to support antibody production, but mostly because of the antibody
abundance (V;*) in plasma cells that was obtained after two or more
injections of antigen (GJ3:AV;*C,). In such conditions little or no antibody
was found in lymphocytes (AV;~). In addition, when the mature plasma
cells were understood as the end of a cell development (paper 4) it was
argued that C, was not a stage in that development: In these investigations
plasma cells were found to originate from reticulo-endothelial cells .... On the
other hand nothing has emerged which speaks directly in favour of the partici-
pation of the lymphocytes in the formation of antibodies (paper 4, 12.3.1, 4.1),
which is represented by C,YLC, and AV~ C, (contrasting with frequent
AV5C, in later C, papers, admitting a C, role). The role of plasma cells was
then made certain by AV;C!, i.e. by finding antibody within the individual
C, (paper 8).

On the other hand, it was shown that the small lymphocyte is not
unchanging, but itself a stage in cell development: C2~Y.C (paper 10),
317.3.1); and in particular that it develops toward a plasma cell, as in the
sequence C&~ YLCE and CEY(C, (where C§ is a “large pyroninophilic cell”;
papers 10 and 14). Hence when there finally came definitive evidence of
antibody production by small lymphocytes, it had to be understood that the
development to plasma cells went through lymphocytes: C,Y¢C, and then
C,Y:C, (through blast cells Cy, papers 11,13,14). The failure to state this
earlier was due not to lack of the Y, cell-development sentence-type, but
to the exclusion of C, from being a stage in the C,Y{C, development.
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2. FORMULA-BASED CRITIQUE OF INFORMATION

In the first place, the subclass symbols established by an investigation such
as the present one determine the working concepts of the science at the
time. This is the case when various of the words that are used are found
to be synonymous for the science, e.g. in, present in, contained in as V;. It
is much more importantly the case when words of clearly different meaning
are used for the same event or relation in the science. A simple example
is U (without superscript) for antigen reaching a cell, but also for the
antigen stimulating the cell, and for the cell being sensitized by the antigen.
In detail, these are different stages and aspects of an event, but at the level
of the “which cell” research they all are used for the same type of event.
A more complex example is seen in the many different words and gramma-
tical forms that are classified as colon, i.e. that connect a GJ sentence to
an AVC or a CW one. Severally, the words indicate time-succession,
causation, subordination (wh-), modifier status. But together they indicate
one relevant concept — not a range of meanings but a single meaning - for
the relation between GJ and AVC or CW in this research, a concept for
which there is no one English word but which is not within various sciences.

The formulas and their sequences can serve both for summaries of
information and for critiques of the information. For example, in respect
to the exclusion of C, above no adequate grounds had been stated for the
common view that the small lymphocyte was an end cell, something which
was in any case refuted in paper 10. Nor were explicit grounds, i.e. appro-
priate sequences of formulas, stated for how much structure a cell (the C,)
should be expected to have if it were producing antibodies. In the papers,
as much information about ultrastructure was given as the microscopy
made available, but there was little explicit information as to function of
the ultrastructure; and indeed much of the ultrastructure served not for
production (V,), but for storage (V,) which was not essential (in the
lymphocyte stage) as long as cells were secreting antibody (V) almost as
fast as they were producing (V,). The small lymphocytes found producing
antibodies (i.e. at the center of plaques, paper 11) did so while having little
ultrastructure, though more than those at the edges of the plaques, which
were not responding to the given antigen and so not producing antibody.
In addition, analysis of the sentence-types in the various articles shows no
grounds for certain views stated about single and repeated injections, such
as This raises the question whether the “primary response” exists as such on a
cellular level, or whether the synthesis of antibody results only after the uptake
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of two doses of antigen by the same primitive cell of the proper variety, with some
unknown but necessary intracellular event intervening (paper 9, 67.3.5). This
would require the non-established claim GJ*:AV~C (no antibody after one
injection) by the side of the established GI':CW and GJ":AVC (cell-reaction
and antibody after one injection). The amounts of antibody reported in
GJ":AV,C, (paper 5) and GJ":AV,C, (paper 11) are indeed small, but this
is to be explained by the fact that only a small percentage of the lympho-
cytes are of the proper variety to respond to a given antigen.

The discussion in 1 and 2 above was offered in order to show how the
information and conclusions in an article can be surveyed in terms of the
sentence-types used. When statements of the articles are represented in
formulas belonging to a few sentence-types, it is easier to inspect the
sequence of formulas in order to check the grounds (i.e. the preceding
formulas) for each one of them. While the discussion above was entirely
informal, one may hope that more orderly ways of using the formulas for
a critique can be developed, though it is impossible to say in advance how
far such a critique can reach.

Even in the formal discussion above it can be seen that the formula
sequences which lead to hypotheses and conclusions are less complete, and
so less adequate as arguments, than the tightly structured designs of
experiment and the accompanying sentence-type sequences which lead to
summaries of factual results. One general critique can be made of the
data presentation itself. Although various morphologically different cell-
types were recognized, from paper 4 and on, as being stages of development
of a single plasma-cell line, neither this fact nor the arbitrariness of the
boundaries between successive stages is reflected in the word-classes and
sentence-types. Some stages were given the same kind of names as cell
types were given: plasmablasts, lymphoblasts, hemocytoblasts, as well as
plasma cells; and separately lymphocytes. Other stages were given modifiers
on cell names: large and small lymphocytes, mature and immature plasma
cells, transitional cells, etc. Only rarely is the characterization of a stage
presented as a predicate on the cell which is developing through that stage.
Such a predicate naming development is used in The greatest rise in PNA
concentration occurred when the plasma cells reached maturity. The highest
figures of PNA were observed when the cells were fully mature (paper 6,
164,3.3-4), which is represented by D,V;'>> when C,W,,, followed by
D,V,”™ = when C,W} .The C,W,, (as against the usual CT' for mature plasma
cell) was used here by the author because the process of maturation was
being distinguished. It may seem like quibbling over notation, but had the
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sentences about mature plasma cells, or small lymphocytes, or lymphob-
lasts, been stated about “plasma cells when mature” (or “individual reticu-
lum cells at final developmental stage”), or “lymphocytes when small,” or
“reticulum cells during differentiation,” respectively, then the sentences
would have had to talk about the process of developing through one or
another stage rather than about the named cell-types C,, or CP, etc. This
would have afforded a more accurate formulation of cellular behavior,
whether AVC or CW, as related to cellular development (itself a cellular
behavior) rather than as something that happens to one cell-type as against
another. Grammatically, it would mean, for example, that C, or CI* would
not be the argument of some particular W or AV, but that instead W, or
W,,., would be a predicate in a second formula conjoined to that particular
W or AV.

Furthermore, treating the stages as predicates of a subject C would make
the C,Y.C, sentences into a case of the C;W (development) type, with C,
(as stage names) taken as an adverb indicating the extent of the develop-
ment Y.. The difference seems immaterial: between “development into”
(Y.) acell and “development up to” (W) a stage. However, such precision
in the statements makes them purer records of what the scientist has
observed. Furthermore, such detailed reconsiderations of the formulas
may help make it possible to get additional information out of the con-
junctional and meta-science interrelations of the formulas. When the for-
mulas are spare and precise representations of what is said, they constitute
bare records of the perceived facts in the science, leaving the relations
among the facts to be possibly visible in the relations among the formulas.

Clarification of the status of lymphocytes in respect to antibody pro-
duction would have been furthered if the AV, C, assertion (“lymphocytes
do not produce antibody”), which does not quite follow from the preceding
formulas, had not been made. After the early papers it became clear, not
only due to paper 10, that lymphocytes could not be excluded from involve-
ment in antibody production (in contradistinction to the AV}~ C, quotation
from paper 4 in 1.4). This was represented by AV,C, (stating that C,
nevertheless had a role in AV ), which often accompanied the AV, C,. The
understanding of what this role is, i.e. of the superscript r, would have been
facilitated if it had been accepted that the V|, was not an alternative but
possibly an addition to AV,C, (ie. to actual antibody production by
lymphocytes). Such understanding would have been the more important as
the whole discussion of the cellular site of antibody production led to
information-gathering and analysis of the mechanism of antibody pro-
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duction, which was a matter not of such a vague conclusion as V}, but of
the detailed observable response and development (W) of the C,,C, cell
line after antigenic stimulation.

It is clear from the above survey that differences in sentence-types reflect
differences in information or in opinion, and that critique of the sentence-
types and of their sequences provides a critique of the information and
opinion. More generally, the sentence-type structure of each article and of
the set of articles is a good, and refinable, representation of the information
therein. We can see both what is constant (i.e. the GIB:C response) and
what is changing in the structured information. We can also see what is
unresolved or perhaps awaiting resolution. Thus, as mentioned above, the
ultrastructure within cells is described, but those descriptions are not fully
used in the further sequence: the structures are presumably relevant to
determining what cell produces antibody, but their relation to the mecha-
nism of antibody formation is not treated explicitly. Furthermore, there is
incomplete organization in the major sentence-types. In the position of

C response (after GJB:)

we have any one of AVC, CW, CY_C, with no explicit indication of how
these are organized among themselves as followers of GJB:, i.e. whether
certain subclasses of V, W, and Y_ are ordered or simultaneous followers
of GJB: rather than alternative followers. This is directly the question of
the mechanism of antibody production, and it arises as soon as we look at
the various forms of the main sentence-type above. The question of the
GUC sentence type (antigen taken up by the cell) enters here also. We have

GJB:GUC
and
GUC:C response
and even occasional
GIB:GUC:C response.
Rather than leave this as an episodic structure we have to ask whether all
GIB:C response
sentences can be considered as reduced from
GIB:GUC:C response,

or whether there are specific kinds of formulas where this is the case.



72 CHAPTER 3
3. SUBLANGUAGE PROPERTIES
3.1. Grammatical structure

Like all syntax, that of the science language consists of word classes and
subclasses, and the sentence types which are produced by their operator-
argument relations, together with any constraints on all these. This syntax
is given in 3 - 7 of Chapter 2, with remarks on some of the major relations
among the words of a class. There are intra-class relations among mem-
bers, e.g. of classifier words to their classificands. There are also semantic
relations among class members, e.g. the fact that the red pulp (T,) and the
white pulp (T) are both parts of the spleen (T,). Such relations may or may
not come out in the co-occurrence analysis of any particular set of texts.
The analyst may decide to use such outside knowledge if it is absolutely
certain; this was not done in the present investigation, in order to show how
far one could get on the basis of word co-occurrence alone.

There are also symbol-homonymities, when the same symbol occurs in
different classes: as in V;, W; and U;; or in U, V, and W,,; or in U, and
W,. This is a situation unique to sublanguages. In whole languages, many
homonymities are accidental phonemic identities among semantically un-
related words in different classes (e.g. see and Holy See). In well-organized
sublanguages which have been reduced to a science language of symbols,
the occurrence of the same symbol in different classes means that the same
or closely-related concepts, which may be expressed by the same words,
occur in different classes — that is, at different points of the system de-
scribed in the science of language. The homonymous symbols thus indicate
synonymities in the science language.

The English sentences of the articles, especially as transformed in the
Appendix tables, constitute a science sublanguage of English, closed under
transformations and conjunctions. The formulas into which they are reduc-
ed constitute a symbolic language for the science. Aside from the intra-class
and inter-class relations in the symbolic science-language, there are various
relations among the English words used in the English sublanguage. In the
present sublanguage, each operator subclass, and a few of the argument
subclasses, contain a few or many interchangeable synonyms. Superficially,
the authors seem to be using the wealth of meanings in English vocabulary;
but the restrictions on word-use show that in most subclasses the authors
are merely drawing on that vocabulary for synonyms for the subclass in
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question. If we disregard such synonyms, the subclass may then contain a
single word. ’

There are also homonymities among the English words. Some of the
words drawn from the English vocabulary were seen to be members of
more than one subclass: e.g. contain in both V; and W;. Even some technical
words appear in two classes: the two-argument is injected into of J and the
three-argument is injected from... into of I; note also immunize in J and
immune in A. The sublanguage grammar then has to be stated in terms of
word-occurrences as tokens (e.g. a particular occurrence of contain), not
simply words as types.

The subclass assignment of word-occurrences makes it necessary to
analyze certain occurrences of single morphemes as a sequence of two
subclasses: thus respond, which in some occurrences is W, is in others AV;
or AV, Representing these occurrences of respond by a subclass sequence
is tantamount to breaking (“factoring”) the single morphemes (words) into
two or more. The specificity of subclass combinations in the sentence types
of the sublanguage makes it possible to factor certain other word occur-
rences into two classes, on syntactic grounds; such factoring is more
difficult to justify in the syntax of the whole language. An example is normal,
which is analyzed as W,_, hence factored into non-depleted or the like; as
it happens, other occurrences of normal are J~, hence equivalent to not
injected or not immunized.

The grammar has a few one-argument operator-subclasses (in W), and
a few three-argument ones (in I, U, V, Y), but mostly two-argument ones
(in effect, transitive verbs). Each operator subclass can be defined by a list
of members (especially if it has only one, up to synonymity), or by its
arguments or operators, and also by the range of meaning common to its
members. The sentence-types have subtypes, for the various subclasses.
Some sentence-types also fall into families, on the basis of how they
combine with other sentences: e.g. those which appear after GIB: or GUT:
or CIB: (these are most Y., V, and W sentences), in the macro-sentence-
type GIB:GUT:CIB: response family. Sentence-types can also be placed in
a family on the basis of having the same classifier, such as respond for most
V and W (and possibly Y.) sentences. In the articles, different major
sections (e.g. “Procedures” versus “Results”) and different experimental
questions introduce different families of sentence-types.

Two types of word classes in the sublanguage cannot be organized so
easily into clear-cut subclasses. These are quantifiers within sentence for-
mulas, and conjunctions on pairs of sentence formulas. The quantifiers are
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expressed in a wide variety of English words or phrases, and their environ-
mental properties may not suffice to assign them to just a few superscript
subclasses. For example, nothing speaks in favour of (in 1.4 above) is a
weakened negation, not quite a denial; but it is not clear what kind of
weakening modifier to attach to the negation in this case. To discover if
there is a particular set of quantifiers and negative operators distinguish-
able in the sublanguage, with particular probabilities and other modifiers
on them, would require a large body of material. The situation is simpler,
at least in the present sublanguage, with respect to modifiers which indicate
the amount of time; this is a class with many members operating on the
colon (which itself means ‘thereafter’). Most of the other superscripts
indicate science-specific word-classes such as mature, where if there is
more than one member it is usually qua synonym. This is apparently the
case even for the many words and phrases indicated by the superscript r
(have a role in, participate in, etc.). The classification of words by their
combinations show that all the words listed in I of Chapter 2 have a
common function here, and the list of English phrases shows the meaning
of this function: meta-science. One would not necessarily have thought that
these words would constitute a special class, or that this class, with its
meaning, would be an entity in the information of this science. But the class
is revealed by the analysis, and it was important for the course of the
investigation, and even for the process of antibody formation.

As with the quantifiers, so with the conjunctions (except for the colon),
much more material has to be investigated before we can say whether the
various English conjunctions used here can be collected into just a few
classes of conjunction-words in respect to the present sublanguage. The
grammar of conjunctions is a matter of what sentence-types are connected
by what conjunction-words, what differences there are between the formu-
las which are paired under a given conjunction-word, and what hierarchies
(operator-argument relations) appear among conjunction-words. Con-
junctions can occur on any sentences, including such as contain other
sentences. Both in the quantifiers and in the conjunctions it is not as yet
clear whether for the present sublanguage, or for all science sublanguages
together, there is a specifiable set of subclasses of conjunctions, quantifiers,
and meta-science. If so, the broader English vocabulary is being used
merely as a source of synonyms; this would mean that there is an organiz-
able logic of scientific discourse. If not, then the semantic differences
among the English words used are being kept as an open-ended set of
meanings in the sublanguage material, as they are in English.
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Finally, whether certain words, e.g. indicates, are to be taken as sublan-
guage conjunctions or as that plus a meta-science operator may depend on
how we describe the systemic properties of the meta-science language.

The separation into meta-science and sublanguage, the possibility of
subclasses being defined not only by their co-occurrence (environmental)

differences but also by semantic or other definitions (made in the metalan-
guage), and the existence of synonyms within a subclass, are all due to the
science language being a sublanguage of a whole natural language, e.g.
English.

3.2. Discourse structure

The science-language is characterized not only by the grammar of sen-
tences, but also (to a lesser extent) by certain properties of discourse
structure. As in all discourses, certain sentence-types repeat, the repet-
itions containing different subclasses or words in one or another of the
word-classes of the sentence-type, or having different modifiers (supers-
cripts). Local recurrences of sentence-types are visible in the articles
surveyed, but the present material was not sufficient for finding larger
recurrence-patterns, in terms of the successive sentence-types and of the
conjunctions between them. As among the Procedures, Results, and Dis-
cussion sections of articles, there were differences not only as to some
sentence-types, but also as to typical patterns of sentence-type recurrence.
However, many Discussion sentences are simply Result sentences arrang-
ed under particular meta-science operators which are characteristic of the
Discussion sections.

3.3. Information processing

Mechanized processing of the information in the articles, in principle by
computer programs, is made in principle practicable by projecting the
sentences of the articles onto the formulas. The formulas represent trans-
formational reductions and expansions which are paraphrastic to the sen-
tence of the articles. Since the transformations used were selected to yield
maximal alignment of word-classes, in maximal similarity of sentence-
types, the formulas constitute a normal form for the information which is
contained in the sublanguage word-classes and their sentence-type opera-
tor-argument relations. Identical information, and more generally similar
information, is thus located in the same word-class positions of the same
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sentence-types. On this basis it is possible to summarize, and to organize
in one way or another, the information in the succéssive formulas, and to
compare formulas in different parts of an article or in different articles (in
the extreme case, to see if one formula negates the other). It is possible to
answer questions about the information (since we know where to look for
it), and even to make certain critiques of the information or its treatment
(of which section 2 is an informal and episodic example).

The more difficult task, which may indeed prove impossible, is to find
a priori ways of operating on the formulas so as to obtain useful results:
for example, to be able to characterize sequences of formulas (with given
conjunctions and given kinds of differences between successive formulas)
which are sufficient to justify the last formula as a conclusion or suggestion
from the first formulas. Something in this direction is already visible in the
articles, where we can ask on what explicit grounds a sentence is being
asserted, by inspecting the preceding sequence of formulas and their con-
junctional and meta-science material.

4. FURTHER WORK

The investigation reported here was designed to see if the facts and con-
clusions presented in a subscience had a characterizable relevant structure.
The material that was covered sufficed to show a fact structure specific to
the subscience. But a larger corpus of articles is needed if we wish to
discover the structural regularities of the meta-science segments which
operate on the subscience statements, and of certain superscript (modifier)
classes such as quantifiers, and of reference, and of sentence-sequences
with or without conjunctions. In these latter cases we are dealing with
word-classes, and word-class sequences, which are largely not specific to
the given subscience alone. Furthermore, in the case of sentence-
sequences, especially the longer ones in which one conjunction operates on
another, we have necessarily in our texts a much smaller population than
the population of single sentences, so it is not surprising that a larger corpus
is needed if regularities are to be discovered.

In the meta-science material we include the indications that a statement
is being asserted, denied, questioned, considered to have some degree of
probability, and the like. In the system of conjunctions and sentence-
sequences (which can have a cohesion even without explicit conjunctions)
we include both such sentence pairs as comparatives, and also longer
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sequences such as causal chains and sequences that lead up to a con-
clusion. In all of this, “sentence” and “statement” refers to sublanguage
sentence-types or formulas, not to the original sentences as they appear in
the articles, for only in respect to the sublanguage structures is there any
hope of finding sublanguage regularities in the meta-science material, or in
the placing of quantifiers, or in restrictions upon reference. Such re-
strictions, which have not been found for the language as a whole, may be
discoverable here for the position or maximal distance (in terms of sen-
tence-types and their types of sequences) of a pronoun in respect to its
antecedent, also for the hierarchies of conjunctions which are found in
argumentation.

A major further problem is opened up by the finding that the Discussion
section of papers is composed not of new sentence-types of its own (so to
speak, theoretical rather than experimental), but of sentences from the
Result section arranged in particular ways leading to conclusions which are
largely of the same sentence-type. This, obviously, is distantly reminiscent
of mathematical proof, where sequences of particularly-structured true or
false statements, stringently ordered, determine the structure and asserta-
bility of a concluding statement. For various structural and semantic
reasons, nothing approaching the power of proof is available in natural
science. But the fact that conclusion sentences in science are related
structurally to sequence of result sentences.

Such structural properties in an adequate corpus of articles in the
subscience can certainly be investigated, once its sentence-types have been
established. When there is such a corpus, with each article represented by
a succession of formulas, we can look for various kinds of regularities. For
one possible regularity, given a sequence of formulas all of the same
sentence-type, we can investigate the way the successive subclasses in one
position vary, especially in respect to the successive subclasses in another
position of the sentence-type. Another possibility is to investigate the
sentence-type variation within paragraphs of different kinds, and to see
how an article is, in some cases, composed of successive subarticles.

One can also investigate how the boundaries between subsciences are
reflected in differences of sentence-types and of formula sequences: for
example, how these differ in articles which deal with the same problem but
which follow different experimental concerns, or which use new ideas and
methods. Examples of such differences have been seen in the present
survey, but any regularities can be discovered only by finding many more
cases of each situation.
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Quite a different problem is to analyze articles in the same subscience
but in various languages, in order to see how the common sublanguage of
a science frees itself from the grammatical pecularities of one language or
another. Such work has been done in the present survey, in the analysis
of French articles presented in Chapter 7.

When enough additional work has been done in formulaic representation
of sciences, it should be possible to formulate a priori procedures for
carrying out such analyses of science reports. It should also be possible,
at least in part, to establish procedures for processing the information in
the formula sequences, and for operating on sub-sequences of formulas in
a way that makes it possible to inspect their information or the conclusions
drawn from them. In particular, it may be possible to carry out such
analyses in real time: that is, to organize and inspect and criticize the
information in the articles of a given research problem while work on the
problem is going on, in a way that can be of use to scientists still working
on the problem.

5. TOWARD THE GRAMMAR OF SCIENCE

The most general results concerning the combinability of words in language
are: first, that sentences have an operator-argument structure, whose infor-
mational interpretation is the speaker’s assertion (or denial or disjunction)
of fact; and second, that connected discourse has patterned recurrences of
component sentences or sentence-types, whose interpretation is the act of
discussion. Within these constraints there are additional restrictions on
word-combinability in each subfield of natural science and mathematics
(i.e. in “hard science”). These further constraints are that the word-classes
of the language of the given science are locally closed, i.e. the list of classes
and subclasses and class members are closed at any one moment in any
one small field, though immediately expandable with any expansion of the
field. In almost all of these sciences the elementary argument (roughly,
noun) classes are closed; i.e. there is a closed set of classes, many of them
having a closed set of subclasses or members (chiefly technical terms), with
new words being defined upon entry. And the operator and modifier
(secondary operator) classes are also, though less obviously, locally closed,
the use of many English words here being synonyms for one or another of
the subclasses. Quantity words, and in some instances time or other general
semantic categories, may not be closed in respect to the given science (e.g.
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any quantity word may occur in a given sentence position in that science);
but these words are in the closed vocabulary of arithmetic or some other
science of general application, which is in this respect a prior science to the
given science. In contrast, in many sciences the conjunctions - both in their
vocabulary and in their restrictions (as to which can operate on which) —
do not seem to be closed or well-organized in respect to the particular
science. Pending further analysis we have to accept them as just part of
English grammar within the science reports, and not an organized part of
that science sublanguage or of any prior science (logic). In mathematics,
however the conjunctions (the binary operators on propositions) and their
restrictions are an integral part of the science language; and to a more
limited extent they are part of the science language also in those sciences
where certain sentence-sequences are expressed by, or have to accord with,
a quantitative system, for example in mathematical physics, or in the
formulas for chemical reactions. At the other extreme there are fields in
which many of the operator classes and even some of the argument classes
are open to the stock of English words, in their general English meanings
and combinations, in the same way that the conjunctions seem to be in the
papers covered by the present investigation. This can hold not only for such
fields as history, which can be written with little technical vocabulary, but
also for example in law, where technical vocabulary and sentence types are
standard but where words and sentences from the whole language can
apparently enter at will. In such fields it may be impossible to represent,
in a general way, the word-combinations of the original sentences by a fixed
set of word-classes and subclasses and a fixed set of sentence-types. This
means that it may be impossible there to mechanize a complete represen-
tation of reports as sequences of sublanguage formulas.

It may be expected then that, in all fields with locally closed word-classes
and sentence-types, facts are given in a specific syntactic structure, and
each fact can be represented in a computable way by a formula belonging
to one of a small set of sentence types, often under a meta-science operator.
In many cases, conclusion and opinion statements are structurally similar
to, but not always identical with, the fact statements; they may appear at
the end of conjunctional sequences (of fact statements), whose structure
is not yet adequately known.

These properties are not only empirical results in one science or another,
but are to be expected wherever the “hard science” conditions are met. This
is because it is a general interpretive result about language that to
constraints on word-combination, once they have been described in an
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unredundant manner, there conform specificities of information. In the
whole of language, the partial-order constraint which creates the operator-
argument relation (sentence) can be interpreted as due to the predicational
constraints inherent in information; and when language is used in a uni-
verse with additional contraints — a science — the language has correspond-
ing additional constraints. Thus the closed set of word-classes in a science,
and the closed set of sentence-types and individual formulas formed out of
these, carry unique kinds of information, the information of the given
science.

Each science-language is a sublanguage of the whole of a natural
language because if we operate on the special sentences or sentence-pairs
of the science-language with the operations of the whole language (e.g. and,
reductions, or other transformations) we obtain again a sentence of the
science-language. In addition, the sublanguage for a given science in one
language is similar to the sublanguage for that science in another language,
so that its status as a sublanguage of English, French, or the like, is not
its main characterization. Indeed, we can consider the science-language
vocabulary to be not the English or other words gathered synonymously
into the science-language subclasses, but rather those subclasses them-
selves, written as symbols outside any natural language. The individual
sentences of the science-language are then the formulas themselves. In that
case it is no longer necessary to look upon the science-language as a
sublanguage of some natural language. It can be regarded as a new kind
of linguistic system, used identically by scientists of whatever native lan-
guage — even if each scientist pronounces or writes the symbols or words
in a natural language, e.g. English, of his own. This science-language has
its own vocabulary (the subclass symbols) in its own word-classes, occur-
ring in its own sentence-types, under a more general system of conjunctions
and meta-science material. It is a linguistic structure which has arisen in
trying to represent the information and constraints met with in a given
science. As a system it is in certain respec:s intermediate between natural
language and mathematics.

The grammar of each science sublanguage is not a subgrammar of the
grammar of its whole language, since it has entities (e.g. word-subclasses)
and operations (e.g. conjunctional restrictions) which do not exist in the
whole grammar. It also is not a pure abstract system (such as a whole
grammar is), because its classes are not defined solely by an a priori relation
defined on them; instead, its elementary arguments are collected into
particular classes by their relation to particular operator-classes. These
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particular classes can be defined, or their members listed, in the meta-lan-
guage of the science-language, i.e. in the whole natural language. Such an
outside metalanguage is not available for a natural language as a whole,
where the words and their interrelations are defined within the same
language itself.

All of this is not to say that all science information is in the language
of science reports. Everything that is in discrete symbols (e.g. formulas), or
can be reduced to such without ad hoc judgments (e.g. many charts and
graphs), is includable in the language information. But pictures and the full
range of a scientist’s observations and sensings are not. Furthermore, there
is no direct evidence that the information in science reports is the same as
the structure of the science itself (whatever that precisely means). Never-
theless, the nouns in the noun-classes name the objects studied in the
science, and the operators refer to the relations and events in which they
are perceived to be involved. The classifications of nouns and operators
express the regularities of particular operators relating to particular nouns;
in addition, some classes, especially in the superscripts, reflect primarily
the perceptions of the scientists (e.g. in the case of superscript r). While we
may consider reality and its records to be continuous, without inherently
relevant aspects, the existing sciences have succeeded in descriptions and
predications of reality by selecting relevant aspects and finding largely
discrete characterizations (in words and symbols) for the entities and
relations. It is this that we analyze here.

In addition, problems arise because science reports may contain errors
in observation or argumentation, perceptions and motivations that distort
the objective facts, and poor writing that distorts the intent of the author.
Also, the writing uses shortcuts that omit whole areas of detailed fact. Thus
papers 11 and 13 speak of cells producing plaques and rosettes, though in
fact the cells produce antibodies which in turn occasion (or “produce”) the
plaques and the rosettes: we have A,V,C, but not A, V,A (Antibodies
produce plaques); one might argue that instead we should have AV ,C (Cells
produce antibody) and A XA or the like (a new sentence-type for Antibodies
occasion the formation of plaques).

Nevertheless, the sentence-type (and sentence-type sequence) structure
of the reports is similar, in ways that have yet to be made precise, to the
structure of data and theory in the science itself. The similarity can be
increased by filling out and regularizing the report structure: in the case of
the plaques, by moving A, and A, into a new class R, and replacing, e.g.,
A, V,C by the sequence
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AV,C and RX,A,

where X, is a new verb class containing cause formation and the like. Such
filling out of intermediate steps makes the observational report approach
more closely the mechanism of the science. Indeed, RX,A appears on
occasion. In paper 13, 471.1.2, we have Thus a cell could be producing and
secreting enough antibody to produce a rosette or plaque without containing, at
a given time, enough completed antibody to be detectable even by the sensitive
electron microscopic anti-ferritin method. Here to produce a rosette is grammati-
cally reduced either from for the cell to produce a rosette (A,V,C) or more
likely from for the antibody to produce a rosette (A, VA, or better RX A). The
latter is made more likely also on textual parallelism grounds by the
material following: the cell contains enough completed antibody to be detect-
able, where again two sources such as above are possible, but for the
antibody to be detectable (from AV,, antibody is present, under M, is detect-
able) is much more likely than for the cell to be detectable (which would be
CW,; under the same M).

Given the structure of fact-sentences and meta-science material, and the
construction of argumentation out of sequences of selected fact-sentences
under hierarchies of conjunctions, we have thus reached what may be
called a grammar of science. Somewhat as the most unredundant de-
scription of language structure conforms to the predicational information
carried by language, so devising a grammar which is just sufficient for a
science-language may conform to the structure of information reported in
that science. Each such grammar is specific to one subscience, with particu-
lar word-classes and sentence-types, under conjunctions and under meta-
science operators. But there are similarities among the grammars of related
subsciences, and less so presumably among the grammars of all sciences
— if no more than that all presumably have particular word-classes and
sentence-types. Many sciences have much the same conjunctional appara-
tus and meta-science operators; but those of mathematics have a closed
subset of these. What is common to all of the science grammars must be
common to all scientific information, and what is specific to a science or
a subscience reflects the special kinds and conditions of information in that
science. The operator-argument structure of sentences and the recurrence
structure of discourses are included in the grammar of science, but not as
special characteristics of science since they are common to all of language
and reflect the structure of all information that is expressed in language.
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It remains here to ask what are the boundaries of a science when we
speak of a science-language. It is simply as much of the science as can be
described with the same word-classes and sentence-types, i.e. the same
sublanguage. It is true that various parts of a single article in a science may
involve different word-classes or sentence-types, e.g. the Materials and
Procedures sections, and occasionally some portions of a Discussion
section. We can nevertheless declare that an article is a single report and
that all its parts will be described in a single grammatical system. However,
as has been noted, articles in a subscience may contain different classes and
sentence-types due to different research problems or techniques, even
though they are otherwise grammatically similar to the other articles. The
weight of similarity will still make us include the divergent articles in the
same subfield.

One problem is to determine when a subscience has changed into a new
stage, or even a new subscience. In any field, later articles may differ partly
from earlier ones, but within a very similar grammatical representation.
Only when important issues have been settled or dropped, or when the
understandings or research-problems have changed materially, do we get
appreciably different grammars in the later articles of the field. Hence the
question of how long a science remains the same science is to be decided
by the weight of similarity versus divergence in the grammars of earlier and
later reports in that science.

A more difficult question is the boundary between related sciences,
whether parallel as between molecular and population genetics, or serial
as between laboratory and clinical research in medicine. In these cases the
grammars are quite distinct, though with a few points of similarity. But
there are many sets of smaller and more closely related subsciences among
which the grammatical similarities are more weighty. In any case, compar-
ing the grammars provides an objective method for judging the boundaries
and relations between subsciences.

There are also other inter-science relations which can be seen in the
grammatical structures. An important case is that of one field being a prior
science to another. This relation appears in more than one form. One was
noted above, when a seemingly open set of quantificational phrases, drawn
from the closed and structured set of quantifiers in arithmetic and in logic,
occupy certain positions in the sentence-types of a science. Another form
is seen, for example, in sentences of experimental medicine, many of which
are made by an operator (affect, reduce, initiate, etc.) on two arguments, one
a procedure, drug name, etc., and the other a sentence of physiology (or
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a name of a body-part): e.g. a procedure or a drug has some effect on an
organ or a physiological event. Here the sentences which are the second
arguments of the operator are in physiology, which is thus a prior science
(i.e. an argument-sentence) to the experimental-medicine field.



CHAPTER 4

SUBLANGUAGE FORMULAS AS INFORMATION UNITS

PRELIMINARY CONSIDERATIONS

A concern central to any grammar of a language is that of distinguishing
those combinations of its elements which constitute the observed se-
quences. Clearly, not all combinations of elements occur; in English, the
phoneme sequence /Is/ does not occur after pause, the word sequence by
at here is not an admissible sentence. This redundancy, or departure from
equiprobability of occurrence of its elements, is crucial for characterizing
language structure, i.e. stating those combinations of its elements which
can occur as against those which cannot. Natural language cannot avail
itself of any external metalanguage to designate its elements or couch its
description; the very possibility of constructing linguistic elements rests on
the non-occurrence of various combinations!. It follows that the de-
scription of the occurences of a language can only be given in the same
language (as a natural language, e.g. English contains its grammar in
English as one of its sublanguages) or in another (as a grammar of French
in English). The grammatical description already makes use of the same
kinds of elements and of their possibilities of combination which are to be
defined. Insofar as language structure is descriptively the resultant of a
succession of constraints on possible combinations,? it is essential that
grammatical statement of each restriction not contribute to the redundancy
it attempts to characterize.?

In other words, we seek a description which 1) is economical, giving
descriptive standing only to formally identifiable features which are not
eliminable, or otherwise reducible to other formal features via stated par-
aphrastic methods, and 2) is efficient, in that it does not contribute to the
restrictions on combinations and, in so doing, give descriptive standing to
what is only an artifact of method. It follows that the objective in discourse
and sublanguage analysis is not merely to provide a grammatical de-
scription of a given corpus or use of language; the approach throughout is
to replace more restricted forms by ones of wider combinability. This may
require redefining the elements or generalizing the operations established
in the grammar, a procedure called “regularization.”

85
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Instances of regularization abound in the analysis of language. In the
area of morphology, morphemes, as the minimal meaningful phoneme
sequences, may be redefined so as to admit of, e.g., the addition of zero
morphemes, as in the past tense of cut or the plural morpheme of sheep. The
zero plural morpheme in Whose sheep are these? is recoverable on the basis
of formal features in its environment, here, number agreement of the verb.
In the domain of syntax, the decomposition of who, which, whose, etc. into
two elements, a connective wh- (itself a variant of the semicolon operator)
plus a pronominal element, permits a simplified statement of sentence
structure, e.g., John saw a man who bought a car is describable as a primary
NVN sequence connected by wh- to a secondary NVN sequence.

In operator grammar, many of the restrictions and subclasses are elimin-
able — or rather, transferred to being particular domains of reductions
which preserve the information in a sentence. The residual restrictions
(stated in terms of the base sentences) are the operator-argument depen-
ences in the entry of words into the composition of sentences, with the
relation of an operator to its argument(s) being simply interpretable as a
predication. The transferability of restrictions to the domain of reductions,
which are demonstrably paraphrastic, means in effect that these re-
strictions did not add to the information of the sentence. Generally, regular-
ization is admissible only when it can be shown that restricted elements can
be replaced under conditions which are stateable a priori and, moreover,
that the eliminated restrictions did not add to the information content of
the occurring forms.

Regularization over a discourse is based on the observation that in a
discourse (as opposed to a ‘random’ collection of sentences), words in
particular positions recur in respect to other recurring word (-sequences).
The regularization consists in setting the sentences of a discourse into
maximal similarity with one another. Here we proceed by determining how
the predicational (or: partial order) constraint — which governs language
in general - is satisfied in the corpus under analysis. The formulas provide
a general statement of the dependences which constrain the combination
of words. This is achieved by representing these dependences in a chosen
alignment (normal form sequence) of the respective word classes. The
transformational methods described in Chapter 5 help to establish a set of
a few sentence structures in which the greatest number of occurring sen-
tences can be ‘housed’. Regularization reduces differences among the oc-
curring sentences (word combinations) by showing them to be instances of
one or more of a small number of common forms. As these transformation-
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al methods are paraphrastic, a statement of the residual restrictions on
word combinations — those not eliminable by regularization — provides a
formal expression of the information content of the occurring sentences. It
is in this sense that we claim the formulas give an informational represen-
tation of these sentences.

Some theories of the semantics of natural language proceed from a
supposition contrary to that advanced above. These approaches to mean-
ing in a natural language L are “translational” in that they require the
resources of a prior metalanguage L” of expressive power strong enough
to characterize each sentence of L. in unambiguous terms and pair it with
its metalinguistic equivalent in L. Here, the operative assumption is that
the meaning of a sentence can be given by stating the conditions under
which it is true. More particularly, the procedure takes the form of assign-
ing semantic values (true, false) to the sentences of L by means of semantical
rules formalized in L'. In the case of a language or theory utilized in the
course of an ongoing inquiry, the assumption of a prior language and a prior
interpretation is not to the point. Such assumptions make the labor of
scientific inquiry wholly gratuitous. Indeed, in view of the experimental
finding that certain cells termed “plasma cells” are further developmental
states of certain ‘other’ cells termed “lymphocytes”, one should be wary of
positing any simple and direct correspondence between linguistic entities
and their purported real world or semantical counterparts. A requirement
to be placed upon any plausible account of the semantics or meaning of the
language of a particular field of science is that it should take cognizance
of the grammatical processes by which the resources of a language are
adapted for the expression of new meanings, i.e. how the language changes
in response to new experimental findings. But on the fixed interpretation
view of semantics, the lesson is lost that new meanings arise in grammati-
cally specifiable situations and are the product of a particular experimental
(and so discourse or sublanguage) environment.

In I of Chapter 3, it was shown in what way the formulas obtained by
the analysis are to be regarded as informationally representative: the for-
mula structures changed in ways corresponding to known changes in
methods and results within the subscience. The first two sections of this
chapter present various details regarding the structure of the formulas —
their linear form (1), and the interpretation and significance of the supers-
cripts (2). The status of the formulas as informational units makes possible
a number of investigations of the organization of information in these
articles. For example, the term response is employed as a classifier of
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various sublanguage sentences, where its classificand sentence(s) in each
occurrence may be grammatically determined (3). The next section (4)
presents the correlations among operators (sentences) classified by reponse
in respect to their role in “argumentation”. Questions can then be raised
—in terms of the formulas — concerning the detailed nature of the response,
for example, the relations between cellular and ultrastructural functions
and change. Finally, we consider here the possibility of operators such as
change acquiring classifier-status in the later ultrastructure articles. Details
of the use of particular word-set homonymities (e.g., the occurrence of
immunized in the J word class, and of immune in A) provides an illustration
of the development of science terminology (5). Alternative analyses avail-
able for particular sentences may point to instances in which related
sciences impinge upon the subfield or new results are at hand (6). Further,
the process of ongoing change of meaning can be identified even where the
new meanings are still unstable or not yet fixed; this is the case, for
example, with the class of terms designated as the r modifier (7).

1. NorRMAL FORM LINEARITY: PROJECTION AND THE USE OF THE
ARROW

Once a word sequence which is all or part of a text sentence S; has been
segmented into word subsequences, i.e., the members of the established
word classes and the local operators upon these (if any), a mapping ¢ can
be defined which projects each subsequence of S; (perhaps present in only
zero form) onto its position in the conventionally fixed linear order of word
subsequences as they appear in the tables. The image of this mapping, the
projection of S, is in “normal linear form”. This term is used to characterize
both the linear order of word subsequences within the units (i.e., elementa-
ry sentences) under the projection of S;, as well as the linear order in the
case of the conjunction by : of two or more elementary sentences — the
“macro-sentences” of Chapter 2, section 6.

As an illustration of the former use, the word sequences antibody pro-
duction by lymphocytes in S, the production of antibody by lymphocytes in S,
and lymphocyctes’ production of antibody in S,, are all represented in the
projection (of S;, S;, S;) by the same left-to-right normal linear form:

[of] antibody | ['] [the] production [by] | lymphocytes [«]
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which receives the formulaic index AV ,C, mirroring the linear order. Here,
the single vertical bars indicate the segmentation of the analyzed word
sequence of S; (S,,S;) into the various subsequences of the established word
classes and subclasses. The square brackets — adopted only for illustration
of this example — enclose the actual variation of morphemes in the three
sequences, while the bracketed arrow is a scanning instruction to read the
segments of the projection right-to-left so as to obtain the linear order of
the words in the text (see below). With the use of the leftward pointing
arrow > and one of the relinearization transformations of chapter 5.2, this
projected form yields three readings corresponding to S, ,

i) antibody production by lymphocytes corresponding to S;
ii) of antibody the production by lymphocytes corresponding to S,
iii) lymphocytes’ production of antibody corresponding to S,

Similarly, the elementary sentence types are assigned a normal form
linear order in the projection which places the word sequence indexed as
GJB (or as GJ or J) to the left of the special conjunction marked off by
double vertical bars and indexed by colon. To the right are positioned the
various “response” sentences. To give a simple example, the word sequence
after the second injection of antigen plasma cells massively proliferate in the
spleen in S; is projected in normal form as

iv) antigen | the second injection of || after « || plasma cells
| massively proliferate | in the spleen

Corresponding to the order of the normal form, this projection receives the
formulaic index GJ*:C, W T,. In this case, following the convention that
there are no other scanning instructions for the projection (see “Reading
Instructions”, in Appendix 1), the row is read beginning with the material
indicated by the rightward arrow and a reading of the projection is obtained
which captures the linear order of words in the text sentence.

Adopting the normal form linearity convention enables us to identify as
instances of one sentence type, those word sequences containing words
established as belonging to the same word classes, independently of the
linear order of the words$ (modulo sublanguage transformations) as they
actually occur in the text. Examples i) — iii) above show that the normal
form word sequence represented by AVC assimilates word sequences
otherwise representable as VAC and CVA, while iv) regularizes a word
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sequence representable by
J2GC, W, T, as GI*:C, W T,

In general there are three cases to be considered in positioning the words
of a text sentence in normal form sequence. In the first, no departure from
the linear order of the word sequence occurring in the text sentence is
involved. This is the case in i) and iii) above. Note that the left-pointing
arrow (stating “read segments right-to-left from this point”) merely allows
the linear order of the text to be replicated in the normal form sequence.®.
In the second, only changes in the linear order of the word sequence as it
appears in the text sentence are involved - this is seen in ii) above. These
changes are restricted to those effected by the relinearizing transformations
discussed in Chapter 5.2. Finally, in the third case, there are changes (either
reductions or their reconstruction) in the actual phonemic shape of the
word sequence. These are the remaining sublanguage transformations of
Chapter 5 and summarized in Appendix 3.

2. LocaAL OPERATOR MODIFIERS

The environments which serve to distinguish the members of the various
(gross) word classes and subclasses serve also to isolate and characterize
the different local modifiers operating upon them. These operators are
“local” in the sense that they do not introduce an independent subject into
the sentence. Semantically, the local operators restrict, specify or otherwise
modify the reference or meaning of their host (i.e. argument). Syntactically,
they are derived via a secondary sentence conjoined by wh-. They are
indicated in the formulas if there is a formal basis for their identification,
that is, recurrence and a distinquishing environment. In the formulas, they
are symbols superscripted to the right of the major (nominal or verbal)
category symbol.

While these modifiers can be decomposed into secondary sentences, in
the present work decomposition was adjusted to the objective of maximiz-
ing the informational (i.e., grammatical) relations representable by a single
formula or some conjunction of these. In practice, this meant decompo-
sition of modifiers was usually implemented only where it was required to
obtain an instance of an existing sentence type.
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2.1. Modifiers of argument (noun) categories

Among the modifiers of certain nouns (members of the S, C, T classes) are
included words of the W class which, in other of their occurrences, are the
main (highest or latest entering) operator upon the noun. Occurring as
main operator, they are, together with their noun argument, an elementary
sentence. We find large occurring as the main operator on the cells in the
cells were large (from 4,1.3.5.), a CW, instance of the CW elementary
sentence type. Under the condition that a further operator enters the
sentence upon that noun, they become modifiers or adjuncts of the noun
(which becomes their host). For instance, large occurs as a local modifier
of cells in the presence of large cells (in these cultures) (from 7,12.2.1) where
cells is under the higher operator presence (in). The modifier large is included
in the noun segment of the projected sentence (here as a left modifier); in
the formula, the subscript indicating the W subclass to which the word
belongs is written as a right super-script to the noun word class symbol,
CEW,T".

Similarly, mature occurs (intransitively) as the main operator on the cells
in the cells were fully mature, CW} (from 6,164.3.4). However, mature is a
local modifier of plasma cells under the higher operator found to be present
in mature plasma cells were found to be present in large numbers (from
6,164.5.3), which is indexed C*W,*.

Noun modifiers which are not of the W class are regularly reconstructed
as secondary sentences. Notable among these are occurrences of the hy-
phenated compounds antibody-producing, plaque-forming, rosette-forming as
modifiers of cells. Despite the semantic property which these share with
other modifiers, viz., that of serving to ‘name’ their host under the con-
ditions of a higher operator upon that host (thus the latter two receive
abbreviation as PFC and RFC), these have in all cases been transfor-
mationally decomposed via wh- into a secondary sentence appearing as a
lower row of the projection. For example, rosette-forming cells... had the
same cytoplasmic components (from 13,453.2.1) is reconstructed as cells...
had the same cytoplasmic components with appended secondary, which cells
are forming rosettes. (For details of this decompounding see chapter 5.3.)

With the exceptions (discussed below) of (a) the special, referential, case
of nominal superscripts attached to nominal categories, i.e., A® and T®, and
(b) the quantifiers, all of the symbols superscripted to nominal categories
are either w (marking the wh- relative clause) or carry the subclass desig-
nation of a W operator. This is the case even if the W operator does not
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occur in the body of the texts as a main operator (in the situation of there
being no later entering operator on its host), and so does not, with its
argument, comprise an elementary sentence type. Thus, Iymphoblast (in
11,164.4.3), plasmablast (in 13,470.2.1), indexed C}, C? respectively, are
roughly derivable from lymphocyte/plasmacyte in the blast stage of develop-
ment which, if it occurred, would receive the index C,W,, / C,W,. Similarly,
afferent lymph (as in 7,2.2.6) receives the index T§from Iymph flowing to (or:
entering) the lymph node, TMW*T,,.

In cases where there are two modifiers of a word, these are represented
in the formula by writing the superscripted symbols designating the catego-
ry of the modifiers in the order of their entry upon the host word and
seperated by a comma. For the host word lymphocytes in cells typical of
small, inactive lymphocytes occurred only in rosettes of uninjected animals (from
13,451.5.1), the order of modifiers is given by the intermediate form cells
typical of lymphocytes which are inactive occurred...; said lymphocytes are
small, indexed C;~ &~

2.2. Referential superscripts

The G in A€ and B in T® indicate cases of local operators (rather than
modifiers) upon the host nominal category. In each, the superscript repre-
sents a word of a designated word class which is the second argument of
a (possibly zeroed or reduced) transitive verb and which has referential
relation to its respective counterpart occurring in an environing GIJB (or
GUC/T) sentence. With A€ this verb is specific to which has a word of the
A class and a word of the G class as its ordered arguments. On the basis
of the referential relation between the two G occurrences, we can recons-
truct the GJB sentence together with the conjoining : operator (which may
also be reconstructed on other grounds). Thus no antibodies to influenzal
virus were found... in lymph nodes (from 5,204.2.5.) is from no antibodies
specific to influenzal virus were found... in lymph nodes which is represented
by GIB:ASV~T,,, where GJB represents the reconstructed (from a previ-
ous occurrence) sentence influenzal virus was injected into the foot pad of
rabbits.

T® indicates an operator of the W, subclass (present in, from, etc.) select-
ing tissue, body. Here again the superscript indicates that the body term is
referential to an occurrence of a body term in a conjoined GIB sentence.
This notation is especially helpful in the analyses of paper 1 where some
findings presented are based upon the different contents of agglutinin in
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lymph glands on the injected as opposed to the uninjected side of the
animal. In many of these cases, the GJB sentence is conjoined by wh- in
the colon position, as in no agglutinins were demonstrable in the extract of the
nodes on the side injected with diptheria toxin (1,792.3.4) which, upon transfor-
mation, is represented by GJ?B:AV;~TE.

2.3. Modifiers of operator categories

Right superscripts to the categories W, V, Y, U, I, J indicate modifiers of
either the operator itself or of a possibly zeroed modifier of that operator.
These include:

(a) the quantifiers and adjectives specifying amount operating upon
(often zeroed) broad selection quantity nouns which occur in a PN phrase
modifying the verb. In these cases, the superscript represents a word which
does not directly operate upon the verb but on a word in a phrase modifying
the verb. For example, an increase in the total number of lymphocytes in the
efferent lymph from that node (from 5,204.2.1) is represented by the formula
C,W|TIT,. Here 1 represents the operator increase upon the phrase the total
number which, as a modifier (in nominalized form) of the W; verb (present)
in, does not receive explicit representation in the formula on the grounds
that these modifiers have high likelihood of occurring in this position (i.e.,
under an “appropriate” operator such as increase, cf. chapter 5.3).

(b) Words operating upon the operators of (a). These are the various
forms of the comparative, more (than), -er (than).

(c) Prepositional indicators marking the argument requirement of a
given subclass of verbs. For instance, the superscripts f and t in the formula
CEI™B,B, represent the prepositions from, into marking the ordered argu-
ments (B,,B,) of the I verb inject e.g., ... by injecting small lymphocytes from
other rats of the same highly inbred strain (into such rats) (transformed from
10,303.2.2).

(d) Preverbs, discussed below.

In addition there are ordinal or other ordering modifiers of aspectual time
modifiers of an operator (i.e., of a sentence). These include, e.g., first, second,
primary on members of J and, in several instances, on members of U, as
well as first, early, and the like on colon (chapter 5.4).
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These local operators do not occur independently of their verbs and, by
this fact, are not candidates for elementary sentences. To take the example
given in chapter 1.3.2 lymphocytes act as anitbody producers (from 3,128.3.1)
is not decomposed into two sentences conjoined by as, lymphocytes act and
lymphocytes produce antibodies since lymphocytes act does not otherwise
occur as an elementary sentence. By taking act as as a local operator upon
the verb produce, these two sentences can be collapsed into a single struc-
ture which is given the formulaic index AVLC,, with superscripted r repre-
senting act as.

A list of the different operators which receive representation as right
superscripts to a verb category is given in Chapter 2, section 4. It remains
only to note several details regarding the employment of a certain class of
these O,,,.

2.3.1. Preverbs

Among the local operators are two distinct groups of O,,, operators; the
first consists of the aspectuals e.g., begin, stop (superscripted as b, s) while
the second is the class of words and word sequences indexed by the r
superscript. Both of these groups may be considered as preverbs (in the
sense of GEMP 6.50) in that they have the preverb property of the high-
likelihood of their first argument being either the same as the subject of the
sentence which is their second argument or in a relation which selectionally
restricts this subject. On these grounds, the subject of the argumented
sentence is often obligatorily zeroed as redundant: e.g., the lymphocytes
began to proliferate in significant numbers (from 6,164.4.1) is reduced from the
lymphocytes began their proliferating in significant numbers.

In other occurrences, the aspectual O, may have a second argument
which is not the verb itself but a modifier of the verb such as increase. This
happens, for example, when the higher subject is a nominalized sentence,
as is antibody content in the antibody content had begun to increase (from
4,1.3.4). Here, the nominalized higher subject is not agentive, i.e., antibody
content is not interpretable as being the agent of its own increase. In these
cases a derivation through state or some other noun-like operator on a
sentence can be given; the example cited, for instance, can be derived from
antibody content had the state of antibody content’s beginning to increase
(GEMP p.302).
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2.3.2. The r operator

This class of O,,, occupies a special place in the present corpus, both with
respect to the semantic qualification they impose upon the assertion of the
sentence which is their second argument and as regards their standing as
metascience classifiers or variables (7). Grammatically, they are distin-
quished from the other O,,, by the fact that a different selectional relation
obtains between their first argument, the higher subject, and the subject of
the sentence which is the second argument, viz., these are related but it is
unlikely that they are identical. Thus, the lymphocytes constitute a factor in
antibody production (from 3,122.1.1) is not readily interpreted as ‘the lym-
phocytes constitute a factor in their producing antibody’, unless some
distinction can be drawn between those lymphocytes that constitute a
factor and those that produce. An idea as to the nature of this selectional
relation can be gathered from the observation that the nominalized verb
(almost always a member of V) in the argumented sentence usually has
a strong nominalizing suffix (e.g., -tion in production). This suggests that
antibody production in the above example is obtained from a weaker -ing
nominalization, e.g., the situation/process of something’s producing antibody,
which, under the O,,, becomes antibody production with the appropriate
nominalizing O,,, situation/process reduced to the -tion suffix. The indefinite
something, as subject of produce, is employed in the reconstructed form only
to suggest that the subject of produce, whatever it is, has a particularly close
relation to the higher subject of the O,,,, the lymphocyte, a relation which
permits the subject of produce to be zeroed on grounds of low information.
Whether this subject is specific, e.g., the lymphatic system or more general,
e.g., the body, etc., it can be viewed as something in which lymphocytes
either are included or from which lymphocytes cannot be seen as complete-
ly distinct.

3. THE CLASSIFIER ‘RESPONSE’

The specialized vocabulary of this subfield of a science includes words,
such as response, which occur as classifiers of certain sentences and, per-
haps, ordered sequences of these. Classifiers can be distributionally distin-
quished as occupying the grammatical position of their classificand. The
semantic relation of a classifier to its classificand is largely definitional; the
precise statement of the definitional relation, however, may only be fully
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specified in a prior science or as ‘background knowledge’, and assumed as
‘tacit’ in the subscience under investigation. As a shorthand or means of
abbreviation, classifiers naturally find a wide employment in the science
language as a species of pro-form, referring to and occupying the grammati-
cal position of, their classificand sentences, i.e., as ‘replacements’ of them.
Since the precise conditions governing the employment of classifiers —
specifying, e.g., the sentences which are their intended referends in each
occurrence ~ are but rarely stated in the text of a scientific report (an
exception is paper 8,49.1.3, cited below), their usage may initially seem
inherently ambiguous. Despite some recognizable (and perhaps intention-
al) indeterminacy in usage, it is in many cases possible to identify formal
criteria, i.e., differences in grammatical environment, which distinguish the
classificand sentence. In so doing, we are able to represent an occurrence
of a classifier word in the formula as the word class sequence (elementary
sentence type) of its classificand; as mentioned in Chapter 3.3.1, this is
equivalent to “factoring” the classifier morphemes into those of its classifi-
cand.

That response classifies various sentences characterizing a process or
sequence of events is clear from sentences such as (8,49.1.3): The response
consists of cell multiplication, cell differentiation and the concurrent synthesis of
a specific protein, antibody (representable as: concurrently CW,, SW_, AV,).
In other sentences, it is apparent that response classifies a particular sen-
tence and not a conjunction of sentences, e.g., (9,67.4.1): (the appearance
of) the plasma cell family is a specific response to antigenic stimulation where
reponse operates directly on the C,W, structure. On the other hand, response
has occurrences, as in antibody response (from 10,306.5.2) where it ‘replaces’
the operator of its classificand sentence, and refers only to a sentence of
the AV type. A general diagnostic for determining the intended classificand
of reponse in many of its occurrences was found to be based upon the
following considerations.

First, the range of usage within particular articles may be restricted
(although such restriction is usually not explicitly stated) to classifying only
one type of sentence. In paper 10, for example, nearly all occurrences of
response have immune, hemolysin, antibody as (left-modifier) cooccurrents.
Since these latter are all members of the word class A, which otherwise
occur as arguments only of operators of the V class, 7 the classified
sentences are of the AV type. Treatment of the remaining occurrences of
response, €.g., (10,306.4.1): no response that could be measured by the tanned
red cell hemagglutinin technique, can all be assimilated to the clear AV cases
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or can be resolved on more indirect grounds (e.g., treatment as referentials,
rarity of other candidate classificand structures such as CW, CYC within
the wider grammatical environment).

In some articles the usage may more or less be directly stipulated, often
in an initial sentence, as in the example from paper 8 cited above or the
following one from paper 4 (1.2.2): Characteristic of the so-called secondary
response is a more rapid onset of the reaction and a more prolific formation of
antibodies transformable into a more rapid onset of the reaction and a more
prolific formation of antibodies is characteristic of the so-called secondary re-
sponse where response classifies both CW and AV sentences. Given a
stipulation of this kind in a particular text (which is not revised or otherwise
modified in that text), it is then possible to analyze a text sentence contain-
ing a CW structure and the postulated AV one, e.g., (4,1.2.3): In a previous
paper the present writer, taking advantage of the more extensive reaction con-
nected with the secondary reponse ...

There are also papers where, although the intended reference of response
may vary in its different occurrences, certain differences in immediate (i.e.,
operator-argument) and wider (i.e., under a conjunctional relation) gram-
matical environment serve to specify a classificand sentence for each
occurrence. For example, its occurrence under r operator (see 7), which in
our corpus is restricted to the AV, — environment, indicates an AV,
classificand: (9,67.2.2) the cell type responsible for this limited response. In
(11,167.6.1) the immediate and wider grammatical environment indepen-
dently determine the same classificand: Various attempts have been made in
the past to find a role for the two cell types in antibody formation, the lymphocyte
perhaps being involved in the primary response and the plasma cell in the
secondary where not only the occurrence of response under r (being involved
in) but also its occurrence in a wider environment containing an AV;C
occurrence, (a role for the two cell types in antibody formation), justify the
factorization of response as AV,

There are also occurrences of response where no particular sentence type
or subclass designation can be inferred from the grammatical environment,
either immediately or otherwise, and where there is no textual support for
a particular assigned factorization. In these cases, the use response can be
taken as to refer to a process of largely unspecified events which occur
subsequent to antigenic stimulation.
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4, CORRELATIONS BETWEEN W AND V OPERATORS

The present work does not include a detailed analysis of the different
conjunctions or conjunctional operators (with the sole exception of :) on
elementary sentences. Some preliminary observations can nonetheless be
made, which in addition to illustrating the recurrence of certain patterns
of sentence sequences across several of the articles, also call attention to
significant correlations between (sentences containing) W operators and
(sentences containing) V operators. The interest in drawing attention to
these aspects is two-fold: to exhibit a bit of the characteristic structure of
argumentation in terms of which inferences were drawn as to the cell type
producing antibody and secondly, to give an illustration of how the inter-
vention of new techniques, i.e., electron microscopic observations of anti-
body-producing cells, present a further dimension in the reported course
of events constituting the cellular response to antigenic stimulation.

A conspicuous feature of these 14 articles is that the various conclusions
regarding cells thought to be antibody producers were in many cases based
upon establishing correlations and connections of different kinds — sequen-
tial, temporal, causal — between the two main types of “response sentences”
i.e., those with V and those with W operators. Before the wide employment
of electron microscopy (papers 11-13) or sophisticated fluorescence tech-
niques for detecting specific globulins within individual cells under light
microscopy {papers 8-9), the ‘paradigmatic’ form of the W-V correlation in
these papers was in establishing a relation between histological changes in
the cell population in a section of a particular tissue (CWT) and the titer
(concentration) of antibody in extracts of that tissue (AV,T*) as determined
by various staining techniques. Paper 3, for example, is concerned to
establish the relation of plasma cells to the production of antibody (AV;C,)
by determining, in hyperimmune animals (GJ®B), the antibody contents in
extracts of pelvic or renal fat tissues (AV; Tg). The tissue extracts were
found to exhibit a strong proliferation of, or were rich in, plasma cells
(C, W Tx, C,W;* T§). The authors note (121.1.3) that the degree of plasma
cell proliferation (C,W,) appears proportional to the concentration of
antibody protein (AV;) and that tissues such as thymus (T,), known to
importantly lymphocytopoietic (C,W ;" T,), contained little or no antibody
(AV-T,, AV T, after hyperimmunization (128.6.1; 128.7.1). Moreover,
the cell population was only 10 per cent lymphocytic in antibody-containing
renal fat tissue whereas this tissue was rich in plasma cells (C,W; T}
AV.T, and C,W*T,; 128.8.2). Concluding, they state that (129.1.1) they
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have not found indications of production of antibody by lymphocytes but
that both earlier and present results point to plasma cells as the producers
of antibody (AV,C,). In its essentials, this argument is duplicated for the
case of splenic tissues (T, T4, T¢) in papers 4 and 7.

As the research problem which is the subject of these articles was
resolved by the finding that a single cell line (but with lymphocytic and
plasmacytic stages) produced antibody, the individuation and naming of
the various cell stages which could be distinguished was of prime impor-
tance. Given this outcome, the names of the various stages, rather than
designating truly ‘different’ entities, are perhaps less misleadingly thought
of as abbreviating certain characterizations of the morphologically differ-
ent stages. With the advent of new techniques (e.g., plaque formation),
individual cells could be identified as antibody-producing — even if, (some-
what paradoxically, in light of the previous assumptions that an antibody
producing cell must demonstrably contain antibody) they could not be
identified as antibody-containing. Under the electron microscope which
greatly heightened the threshold of observation, examination of these anti-
body producing and secreting cells gave new detail to the morphological
description of cellular ultra-structure. In this way it becomes possible to see
that a cell’s transition into another cell can, in fact, be more accurately
depicted as consisting in specifiable changes along a number of distinct
ultrastructural parameters. Thus the grammatical characterization of this
transition (C,Y:C,) is, in effect, a sort of short hand or “classifier” of the
various degrees and kinds of ultrastructural changes (SW). We have here
the basis for reducing the Y. operator to some conjunction of C,SW
sentences, with C,, as appended meta-scientific designation for the
conjoined CSW sentences (as suggested in chapter 3.2).

The accompanying chart (Table 1) presents the basis for such a corre-
lation with data from the 3 electron microscopy papers (11-13) in our
sample. The rows with Y indicate the different cells as named in the 3
articles; these range from the small lymphocyte (C€~) and lymphoblast
(C?) on the left to the mature plasma cell (CJ*) on the right. The top half
of the table specifies histological change (W) across eleven ultrastructural
features. All symbols here are interpreted at the end of this volume.

Most notable are the changes in the three endoplasmic reticulum rows,
marked S,, S! (channels of endoplasmic reticulum) and S? (cisternae of
endoplasmic reticulum). For example, we can see that the endoplasmic
reticulum of the small lymphocyte (C#~) is characterized as rough (W,) in
paper 11 while that of the medium-sized lymphocyte (C&~) is similarly
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characterized in paper 13. But whereas paper 13 reports small lymphocytes
only with endoplasmic reticulum which is not widened (W,,_), paper 11
indicates some small lymphocytes having small but widened amounts
(W, ,W,,). We note also that channels of endoplasmic reticulum are first
reported (in paper 11)in the large lymphocyte; these are not widened (W,, )
and not parallel or lamellar (W, _). Cisternae are first reported in the
endoplasmic reticulum in the hemocytoblast (C,) in paper 12.

Further, it may be seen that certain transitions between cell stages are
correlated with particular specifications of change in the endoplasmic
reticulum. Thus paper 13 reports the transition of the large lymphocycte
to the plasmablast (CEY:C?) as marked by various and small degrees of
widening (W£+") in the channels of endoplasmic reticulum (SI), together
with a more parallel orientation of the channels (W, ), whereas paper 12
shows that the transition of the cell termed there the “hemocytoblast” to
the stage termed “plasmablast” is marked by change (W,_) in the endoplas-
mic reticulum. Finding a comparability of this kind in which a commonly
recognized cell-stage (the plasmablast) is stated to arise from differently
named cell stages (in 2 different papers), via a process of change which is
similarly characterized, raises a question of the relation between the cell
stage named “large lymphocyte” and that named “hemocytoblast”. In-
spection of the ultrastructural descriptions of these two stages in the
different papers suggests the possibility that they are more appropriately
noted as one cell stage.

The lower half of the table similarly indexes the cell stage, and its
ultrastructural components with the V group of operators, in particular
with antibody content (V;) or storage (V). Of particular interest, perhaps,
is the specific mention, in paper 12, of the perinuclear space (S,) of the
hemocytoblast (C,) as the place of orgin of antibody production (V}).

The increasingly fine level of ultrastructural description, as e.g., repre-
sented in Table 1, also may be seen as giving a more precise content to
certain of the W operators on C such as W, (change, differentiation, W,
(reaction, active), and even W, (mature) and the negative form W, _ (imma-
ture). Here it is interesting to observe that these highly phenomenological
or imprecise terms which are ‘born’ at the level of light microscopy in order
to describe or otherwise characterize states of processes not further intel-
ligible at that level of observation, can be viewed as placeholders or
incipient classifiers of the more refined description of cellular ultrastructure
later available through electron microscopy. It seems quite possible to
suppose that replacements of this kind, i.e., of one form of discourse by
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another which is grammatically more articulate (as indicated, for example,
by the appearance of new subclasses), are one way of gauging when and
at what points a science or subscience has changed, or is changing, and may
even indicate where further changes are likely to occur.

5. SUBLANGUAGE HOMONYMITIES

The usage of immune, stimulate, sensitize and their homonymities presents
a situation common in the development of terminology in various sciences.
A survey of the articles shows that these words and their morphological
derivatives fall in various of their occurrences into different word (sub)
classes. The occurrence of immune and related words both in J (“inject’) and
V, of stimulus in J, U (and :), and of sensitize in both J and U suggests that
the J occurrences, usually referring to antigen injection, be seen as prolep-
tic, forward-looking expectations as to the sequence of events attendant
upon an injection. Such expectations may be assured by the use of controls.
These words were available for use at a stage when detailed knowledge of
the mechanism of production was not and later are used with more specific
meanings even at the cost of homonymity.

(A) In article 1, immunity occurs in the word-class position of A in the
possible relationship of collections of lymphoid cells to the production of immunity
(803.2.1). In immunity reaction (802.2.2), immunity is represented by AV,
(‘antibody production’). Use of immunity to refer to antibody is also found
in a late review article (14,579.2.1).

Immunization depending on the environing word classes refers in some
of its occurrences to antibody production and in others to the injection. In
1,803.1.4 the lymphatic system participates in the processes of immunization, the
lymphatic system is in T, and participates in is the r operator discussed in 4.2
and further below. The text sentence is accommodated within the establish-
ed sentence-types by the formula: AVLT, in which the processes of immuni-
zation receives the index AV, (see also 802.3.1 and 803.4.3 of the same
article). In contrast, immunization in on immunization with several antigens
simultaneously is J (‘injection’) (from 3,128.4.2).

Immunized, in the bulk of its occurrences, generally as adjectival on
animals, etc., refers to the injection (J) and receives modifiers of a similar
informational character to those on inject, e.g. non- (2,297.3.6), highly
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(3,121.1.4), primarily (10,316.2.7) — the modifiers are symbolized as ~, 3,
and 1, respectively. '

(B) The next family of words to be considered includes stimulate, stimu-
lation, and stimulus. In many of their occurrences, these words clearly refer
to the injection. In 9,67.3.3 this stimulus is a referential to a second injection;
in 9,69.2.1 (not in the tables), following antigenic stimulation in the rabbit is
an instance of GJB. Within the same article, there occurs suspensions made

from once-stimulated lymph nodes (62.2.3) and in article 14, antigenically-
stimulated node (from 579.2.5). In these cases, with a T, argument, stimulat-
ed is assigned to the word-class represented by U. The word stimulated also
occurs with a C argument in a sentence (not included in the tables):
undifferentiated cells ... were perhaps not stimulated (from 9,68.3.2).

In the nominalized form, antigenic stimulation (see 8,49.1.1; 9,62.2.1;
9,66.1.2, and passim), it is not clear whether stimulation should be assigned
to J or to U. In the tables, it is generally represented by J as stimulation
occurs with :, or with response both of which have environing GJB in other
occurrences e.g., the plasma cell family is a specific response to antigenic
stimulation (from 9,67.4.1).

In 14,574.2.2 stimulus is used in the word-class position represented by
colon: the administration of antigens ... is also a powerful stimulus to the
formation of immature plasma cells from reticulum cells (see also 9,66.4.3).

(C) The pattern of occurrence of the word sensitize and its kin in these
articles is quite interesting. In afier intravenous injections of horse serum into
rabbits sensitized to this serum, sensitized (to) occupies the position of the
word-class J (in the context G—B) and receives the index J* (from 4,1.2.3).
In 4,1.3.1 (not in the tables), we have The animals were sensitized by means
of subcutaneous injections of horse serum. This may be analyzed by the
formulas GI'B by means of GIB). It is unlikely that this is intended as a
repetitious statement, in which case other occurrences of the word may
provide indication of a more appropriate representation. In other occur-
rences (discussed more fully below), sensitized occurs with members of the
C word class, e.g. the changes undergone by sensitized lymphocytes (from
14,585.3.1). This suggests that senstized in the previous case may be repre-
sented by U? as in ‘the animals whose cells were sensitized by means of
subcutaneous injections of horse serum’, represented by GJB: GU'CE.
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As illustrated by the first example, sensitize in some of its occurrences
refers to the primary injection (J). In 10,307.2.1, we have with a second
injection ..., the sensitizing injection having been given 3 weeks earlier. Sensitiz-
ing here (and in similar examples, e.g. 10,306.4.3 — not in the tables) may
be aligned with other occurrences by representing the sensitizing injection
with the formula J wh J': GU ( ‘injection which causes/prompts sensiti-
zation’); the modifier on J is recoverable by the sequence of tenses. Such
regularization of usage, if in conformity with intent, shows in what ways
tacit information is recoverable on grammatical grounds.

Sensitized occurs with lymphocytes (C,) as its argument in ... if primary
immunization contributed specifically sensitized small lymphocytes to the total
lymphocyte pool (from 10,316.4.3 — not included in the tables). Two
questions arise here: 1) the representation of semsitized and 2) that of
specifically. Given the preceding discussion, the answer to the first question
is GUC%™. It should be noted, however, that the context permits a CG~w
formula - that is, it may be unclear whether the change in the cell as a result
of antigen reaching it is also referred to by sensitized. In this case, sensitized
may cover the sequence GUCE~:C§~W.

If specifically is taken with G and C arguments, then it occupies the blank
in the context G__C, in which case it receives the index U - to speak of
lymphocytes’ being sensitized is to imply that they are specific to the
antigen.

6. EXTENDING SUBLANGUAGE GRAMMAR

In the following two cases there is a choice between housing certain text
sentences within the established sentence structure or extending the gram-
mar to new sentence types. This corresponds to points at which new
problems may be emerging in the field or related sciences impinge upon the
discussion.

(A) Consider the following sentence from article 5: The enlargement of
the node is due to lymphocytic hyperplasia which is at first diffuse and then
becomes organized into the characteristic follicular structure (204.2.2). The
enlargement of the node presents no difficulties and receives the index T, W,.
The sequence lymphocytic hyperplasia may be factored into the free-standing
form: ‘increase in excessive numbers (or: above normal numbers) of lym-
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phocytes’; it receives the index C,W1{. If, however, lymphocytic hyperplasia
is taken as an argument of a higher order (W-like) operator-diffuse, we have
a new sentence-type in which diffuse is a higher operator on the W]
operator-plasia. Similarly, becomes organized into would be an operator with
-plasia as its first argument and the characteristic follicular structure as its
second.

There are two options available if we wish to accommodate the sentence
within already established sentence types; these correspond to considering
Iymphocytic hyperplasia as a process-nominalization (‘the process of in-
creasing...”) or as a product-nominalization (‘the product of increasing...’).
In the former case, diffuse could be taken as a manner adverbial (local
operator) on plasia: ‘increases in excessive numbers diffusedly’. Alterna-
tively, diffuse can be analyzed as a predicate referring to the resultant
distribution of lymphocytes (an operator with Iymphocytes as its argument).
The latter analysis is suggested by becomes organized into, only in special
circumstances could one speak of a process of increasing being organized
into something. In this case, both diffuse and becomes organized into are W
operators, intransitive and transitive respectively, with (many) lymphocytes
as their first argument (C,). Extending the range of sentence-types may
point to the sentence’s special standing in respect to a related science
(histology).

(B) In the following case the sentence is describable in terms of the
available formulas though it is identifiable grammatically as presenting a
new relation among the distinguished word-classes. In an antigen molecule
can impose a complementary surface pattern on an antibody molecule (from
9,68.1.3), an antigen molecule falls into G, an antibody molecule into A. The
sentence is thus describable as an instance of the formula G:A, with can
impose a complementary surface pattern on occupying the colon position. The
other operator which occupies this position in these articles is specific (to).
The assignment of specific to to the colon position is made on the basis of
(in analogy with) the frequently occurring sentence-type GJ:AV (as in ‘after
injection of antigen, antibody was formed’). While specific to is clearly
related to other members of the colon word class, it should perhaps be
represented in terms of some other word-class, say Q; this, as specific in all
of its occurrences connects two arguments (it is an O,,), whereas other
members of : relate two sentences.
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Contra specific which has some member of A as its subject, e.g. antibody
is specific to antigen, in the sentence above, G appears as subject. Specific
to is an inverse member of the : word class. The operator can impose a
complementary surface pattern on might be represented as a colon (without
inverse), if in that position there was a colon case of specific to, as in the
non-attested antigen is being specific to antibody. In that case, the operator
could be represented with G as its subject. The absence of such instances
suggests that we are dealing with a new sentence-type, in which case some
other formula is to be provided. The new sentence-type here is known to
point to a problem related to the one considered in these articles which was
subsequently resolved — namely, the mechanism by which antibodies ‘rec-
ognize’ their specific antigen molecule. The sentence under discussion
refers to the (subsequently abandoned) “instructionist™ hypothesis accord-
ing to which the antigen “instructs” the antibody as to the configuration the
antibody molecule should take in order to bind the antigen molecule.

7. INFORMATION STRUCTURE AND THE ‘r’ OPERATOR

As an illustration of how the formulas may be worked with in order to
probe developments within the articles, it is of interest to consider the r
operator. The local operator r discussed above in section 2, has special
standing in respect to the structure of information in the articles. In many
of its occurrences r is distinguishable as a sort of meta-scientific classifier.
Like the negative, another O,,, operator (I deny that S), a sentence under
a particular r operator is not asserted — to say, for instance, that a cell-type
is associated with antibody production does not mean that the cell is in fact
the site of production. Paticular members of r, e.g. has a role, is related to,
occur elsewhere in English as O, classifiers, e.g. “Hamlet” is a famous role
of Olivier. Even in those instances where this is not the case, e.g. the
semantically slightly more specific is reponsible for in the lymphocyte is
responsible for antibody production, it is nonetheless clear, on semantic
grounds, that r (in the example given) classifies an as yet unspecified
relation between the lymphocyte and the synthesis of antibody. We may
present these cases in schematic form as: ‘C, r C, production of antibody;
C, may be identical with C,’. In the case where C; # C,, there is some
relation Y which links the two C. This sublanguage relation Y may, of
course, be internally quite complex. ¥ Determining the exact nature of this



SUBLANGUAGE FORMULAS 107

relation for various of the candidate cells was pivotal in resolving the
problem of the cellular source of antibodies.

In the earlier articles in particular, the r operator figures prominently in
introduction and discussion sections where differing views are presented
and commented upon. The r operator occurs with T as its first argument
in article 1 and infrequently thereafter. Beginning with article 3, a particular
C argument, e.g. C,, appears regularly, and in article 11, we encounter the
formula AVES. The appearance of these different first arguments
corresponds to the development of increasingly more sensitive methods of
observation by means of which particular ultrastructural components were
eventually linked with the synthetic process (4.4).

Given the above, we would look to changes in the character of words
occupying r position, as well as to neighboring formulas, as an indication
of the ways in which this indeterminate relation can be specified. That is,
just as transitions within the field are identified above by the occurrence
of r with new first subjects, e.g. the members of S, so may sentences
analyzable in terms of r or some (perhaps new) sublanguage formula point
to areas in which the science is extending itself.

This is illustrated by the two examples below:

i) the induction of antibody formation by immunocompetent cells
(from 11,162.2.5)

ii) these small lymphocytes, now “conditioned” (also sometimes
termed “committed” or “primed”) to respond io their secondary
stimulus (in 14,583.3.4)

Both competent (in immunocompetent) and “conditioned” (likewise “com-
mitted” and “primed”) can be analyzed as occupying the position of r. The
sequence immunocompetent cells can be factored as cells competent to produce
immunity. ° Example (i) might be represented by the sequence of formulas:
AV}, AVEC - ‘cells competent to produce immunity induce formation of
antibody’. However, we can semantically distinguish competent as more
specific than other members of r; correspondingly, immunocompetent cells
refers in the wider context to cells which have a particular property whether
or not they have been changed or have been acted upon and not to the
(generic) name of a cell-type. Also, contra other r occurrences, competent
is a dispositional predicate of the cells; '° immunocompetent appears in
left-modifier position (adjectivally) on cells, indicating its status as a likely
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modifier of cells, !! but we hardly encounter responsible cells (with r occur-
ring adjectivally). '

Is there a distributional basis supporting these semantic judgments? It
would appear that there is. A survey of the formulas reveal that, while other
occurrences of r cooccur with particular cell-types as subject (indeed, the
cell type appears as subject of r in 9,62.2.1 and several other sentences),
competent occurs with unsubscripted C. '? As competent has a distribution-
ally distinguished environment we can set up a local operator a. Here r has
been specified, at least in part, as a.

We noted, in 3 above, that respond is a classifier of AVC and CW
sentences; in example (ii), “conditioned” may be treated as a member of r
with respond symbolized AV, or “conditioned” may be indexed as a local
operator on a CW sentence. In the tables of the Appendix, the latter is
chosen since the sentence later specifies the response to be presumably the
production of plasma cells — a joint representation is also possible. As
indicated by its passival form, “conditioned”, e.g. being in a state of some-
thing conditioning the cell, like competent, refers to a property of particular
cells (these small Iymphocytes). Alternatively, we can analyze these small
lymphocytes are now “conditioned” to respond (with “conditioned” an 0,,,) as
a reduction of these small lymphocytes are now “conditioned” that they should
respond. The argument-indicator that... should has for... to as a variant;
upon zeroing they as identical with the higher subject these small lympho-
cytes, for is also zeroed. Note that this analysis preserves, via the futurative
reference of should (GEMP 6.4) the dispositional character associated with
the phrase “conditioned” to respond. In an expanded form, then, “condition-
ed” would occur as an operator on these small lymphocytes (that appearing
in the tables in the conjunctional position preceding three bars). This can
be represented within the available sentence-types as CW (with a new
subclass designation for W), ‘cell is in a conditioned state’.

Another possibility is to treat “conditioned” on a par with competent, i.e.,
as r-like but not r, assigning it the index f§ and leaving open the nature of
its relation to a. Within the body of material analyzed here, examination
of the formulas merely suggests a relationship between o and § and does
not provide any further specification. In fact, it is known on independent
grounds that a # f; that whereas “conditioned” cells are immunocompe-
tent, immunocompetent cells need not be conditioned. !> The relation of
immunocompetent cells to “conditioned” cells and of both to the pro-
duction of antibody can be roughly depicted in terms of existing sublan-
guage structures as follows:
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GI':GU'Cy:C,Y C”
WH|| AVZC, WH]||| CW*

(‘following first injection of antigen, antigen is taken up by
lymphocytic cells which are immunocompetent; i.e., capable of
responding to a specific antigen; upon uptake of antigen, these
cells become “conditioned” cells’)

GJ%: GUACT: C,YICY
WH||| CW# WH]||| AV C,

(‘upon their second stimulus, these lymphocytes, which are
“conditioned”, respond chiefly by the production of plasma
cells, which produce antibody in large amounts’)

With the examples of competent and “conditioned”, we can see a way in
which r, and — through r - the relations for which it is a placeholder, are
specifiable within sublanguage formulas. As with r, the dispositional char-
acter of o and B would lead us to expect informational changes in terms of
the words occupying r position and in terms of the sentences which are
conjoined to sentences containing r or ‘r — like’ operators. For example,
such changes may be evident in the findings, outside the immediate concern
of these articles, of functionally distinct lymphocyte types, T and B cells.!*

As suggested by the last remark, this inquiry can be advanced a step
further. Note that the § (or «) operator, as r, does not specify the relation
Y of our schema above: cells competent (or “conditioned”) to produce
antibody needn’t be those cells which produce antibody. A Y relation is
however hypothesized in the following passage from article 10:

These speculations rest on the assumption that small lymphocytes
participate in primary responses by generating the cells which
eventually synthesize antibody. If this assumption is false then the
only alternative is that small lymphocytes transfer some antigen —
conditioned material to other cell types. There are only the vaguest
precedents for such a mechanism (317.3.1-3)

In the first sentence, the r operator, particpates in, is connected via the
instrumental by to a (sub)-sentence analyzed as C&~Y .C ‘small lympho-
cytes generate the cells’. These cells are those which synthesize antibody
(AV,C), which yields the (informationally represented) temporal sequence
AV CE~ - CE~Y{C—- AV, C. In the next sequence, however, a new Y-like
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relation is indicated: small lymphocytes (C§™) transfer some antigen-con-
ditioned material to (bY, other cell types (C). In the tables, this sentence has
been accomodated within existing structures by an AVCC representation:
‘antigen-conditioned material is transferred from small lymphocytes to
other cell types’. In cases like this expanding the corpus might well provide
grounds for a more definite analysis.

NOTES

! For instance, the restrictions on combinations of phonemes enable us to distinguish mor-
phemic segments. More generally, ali linguistic elements are characterized in terms of their
mutual cooccurrence in discourses — referred to as “the Saussurean principle” in Henry
Hoenigswald, Studies in Formal Historical Linguistics, Dordrecht, Reidel, 1973.

2 In operator grammar, there is, for instance, a likelihood constraint operating within the
partially-ordered dependence of operators and arguments in a sentence.

3 Aninstance in operator grammar would be the multiple classification of a word in respect
to its operator-argument status, “class cleavage” (Leonard Bloomfield, Language New York,
Henry Holt, 1933, p. 204.) e.g., of walk as both transitive and intransitive; the apparent O,,,
status in The nurse walked the patient is derived from a sentence containing a causative operator
in which walk has O,, status.

4 The function pgx: X— X/E, where X is the set of text sentences analyzed, and X/E, the
quotient set of X by E, is the set of elementary sentences out of which X is generated, i.e.,
X/E = the set of all equivalence classes of the elements (word subsequences) of X = {K|
K * X and K = yEx}.

5 Note also that the leftward arrow instructs only that the segments be read right-to-left; the
words within each segment are read normally, left-to-right.

¢ QOur employment of the leftward pointing arrow in the tables of the Appendix follows from
the choice of a normal linear form, the requirement that transformational departures from the
form of the text be minimized, and a policy of reading the segments of a normal form
representation contiguously (either lefi-to-right or right-to-left). In particular, it does not
indicate a normal form relinearization of a word sequence in the text. In this respect its
function differs from that of the arrows (‘- ‘(«’) in the tables of the French articles. These
are assigned the different task of indicating a linearization of the segments of a row of the
projection which yields a reading that may or may not be a relinearization of a word sequence
in the text.

7 Words of the A class also occur as arguments of the Y operator which is restricted to
operating on two arguments of the same word class.

8 That there is some relation between the two subjects (the higher C, and lower C,) including
the possibility of identity, is what is meant by stating that r does not introduce a non-indepen-
dent subject into the sentence (cf. Chapter 5.2).

9 Produce is reconstructed in a parallel fashion to the example (9,68.3.6) discussed in section
4.4.2 of chapter 5. For immunity as occupying the position of A, see 3.
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10 This dispositional feature indicates why competent, like other members of r does not assert
the cells’ production of antibody.

11 See GEMP 5.32-3.

12 There are some cases in which this is questionable. 9,66.4.1 has the cells responsible for
synthesis of antibody but specifies them as members of a family (Cl). In 10,316.2.5, we have the
secondary response is mediated by cells, where these cells are contrasted with cells mediating
the response to primary injection, which are small lymphocytes (i.e., can be withdrawn from
a thoracic duct fistula). In 12,113.5.5 the cells involved in the synthesis of antibody are again
immunocompetent cells (113.5.2). 14,573.3.2 speaks of the actual cells concerned in the process (of
antibody production), the actual cells here being variable, rather than definite. If these cases
cannot be accommodated to the claim of a distributional distinction, the argument can be
judged on the weaker, semantic, grounds provided.

13 As distinguished, e.g., in N. R. Rose, F. Milgram, C.J. van Oss (eds.) Principles of Immunol-
ogy, New York, Macmillan, 1973, p.64.

14 For a discussion, see H.N. Eisen, Immunology, in Davis, Dulbecco, Eisen, Ginsberg, and
Wood, Microbiology, second edition, New York, Harper and Row, 1974, pp. 456 ff., or more
recently, in B. Benacerraf and E. R. Unanue, Textbook of Immunology, Baltimore, Williams and
Wilkins, 1979, chapter 5.



CHAPTER 5

THE APPARATUS OF SUBLANGUAGE
TRANSFORMATIONS

INTRODUCTION

The use of transformational methods to obtain sublanguage formulas,
while new to linguistics, presents less of a novelty than might first be
thought. This is seen in respect to both point of origin and method. Histori-
cally, transformations were arrived at by examining the dependence
between the successive sentences of a discourse. The dependence consists
in the recurrence in particular positions of particular words (or word-
sequences) within the word classes of the successive sentence structures.
Transformations, in their initial formulation, are a relation between sen-
tences preserving selection (normal range of cooccurrents). In subsequent
characterizations, including the operator grammar discussed in Chapter 2,
and further below, transformations state a paraphrastic relation between
sentences. The restriction to semantical notions concerning the equality
(paraphrase) or difference among sentences is what has been called “weak”
or “differential” semantics and does not entail any hypostatization of
“meanings” (Henry Hiz, “The Role of Paraphrase in Grammar,” Mono-
graph Series in Languages and Linguistics, No. 17, 1964).

As to method: the current investigation presents another stage of re-
search into the regularities of word combination — here over a set of
research articles (discourses) in a specific field of science (sub-language).
Within the domain of this sublanguage, where vocabulary and possibilities
of word combination are limited, the application of various transformations
yields a compact description of the sublanguage in terms of recurrent
(families of) sentence types. Together with subclass- and adjunct-desig-
nations, these sentence types constitute the sublanguage formulas which
have a definite standing in relation to the information carried in these
articles (for further discussion, see Chapters 3 and 4).

The sublanguage transformations enter into the analysis as follows. In
establishing repeating sequences of word classes (each sequence forming
a sentence type), these transformations may be applied to one or another
of the text sentences so that the words in that sentence have the same

112
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grammatical relations to each other as they do in other sentences. Re-
strictions in the sublanguage, which allow for the setting up of sharply
defined word (sub-) classes (that is, excluding certain word classes in
particular grammatical positions) permit us to define other transformation-
al reconstructions in respect to the partially similar sentence types. A few
simple instances of realigning sentences by transformations are given in
a—c (where the elementary sentence type is given in parentheses):

a) Proliferation of plasma cells increased in the renal fat is trans-
formed into Plasma cell proliferation increased in the renal fat
(CWT).

b) The effectiveness of free ribosomes in the synthesis of protein was

demonstrated is transformed into Of free ribosomes the effec-
tiveness in the synthesis of protein was demonstrated (AVS).

c) Injection of horse serum was intravenous is transformed into
Horse serum was injected intravenously (GJIB).

The sublanguage transformations presented in this chapter satisfy the
conditions for a regularization of texts. All are a priori specifiable and
hence apply to any given text sentence fulfilling the structural requirements
of the transformation. Moreover, the transformations (as may be seen in
the examples above and as discussed in detail below) are parapharastic
(see discussion in Chapter 4 Introduction). While the analysis is thus a
controlled one, it should be noted that a first approximation to our results
is obtainable by purely semantic judgments of paraphrase. A set of
sentences so related will intersect with those paraphrases establishable by
transformational means.

1. A PRELIMINARY SURVEY OF SUBLANGUAGE TRANSFOR-
MATIONS

Operator grammar, briefly described in Chapter 2, analyzes and derives
sentences in terms of two operations on word occurrences. These are the
entry of words into a sentence and reduction of words carrying low infor-
mation. Words are distinguished as operators and arguments of various
kinds. There are indicators of argument status (e.g. that, that. .. should, -ing)
and of operator status (-s).
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The partial ordering of word entries (most entries are morphologically
simple, affixless, words) does not uniquely determine the linearly ordered
word sequence which is the sentence: at each stage, the entering operator
— whose argument requirement is satisfied by words which are the previous
entries — is positioned in a linear relation to its arguments. In English, an
operator is normally placed (“said”) after the word which is its first argu-
ment and before any others, e.g. for John, fish, which satisfy the requirement
of eat, we form John eats fish. But other linear arrangements of the words
are also possible. This happens, for example, when, as ‘topic’ of the sen-
tence, the final argument (with its modifiers, if any) is placed in front
position before the first argument: Fish John eats, Three day old fish John
never eats. Since the point of departure is the original text sentence, the
operations of 2 below are technically relinearizations, although text sen-
tences and their counterparts in the tables may, in the absence of other
transformations, be regarded as variant mappings of the basic partial
ordering. Unlike the reductions addressed below, the relinearizations do
not alter the phonemic shape of the words in a sentence and may present
less of a burden in mechanical processing of the texts. Moreover, the
relinearizations change only what element is regarded as the ‘topic’ of the
sentence, but otherwise preserve its substantive content. Nonetheless, use
of the relinearizations results in some cases in what may be felt as a stilted
or archaic style. For example, the sentence (article 4, 10.1.3) In culture fluids,
where small pieces of spleen tissue had been kept, the presence of varying
amounts of antibodies could be demonstrated has been aligned into an AVT
sentence type, as of antibodies the presence of varying amounts could be
demonstrated in culture fluids, where small pieces of spleen tissue had been kept.

The other operation is the reduction of a word entering into a sentence,
or of a word which is — in most cases — the immediately prior entry. These
reductions, largely optional, are defined on operator-argument pairs, tak-
ing place as the operator enters. They take place on the condition that the
entering word or its prior entry has high likelihood of occurrence in respect
to the other or else broad selection (a word’s normal range of cooccurrents
is called its “selection”). Reductions necessarily leave a trace, which en-
sures a formal control on the system of reductions, while the likelihood
condition enables the reduced sentences to be established as paraphrases
of their unreduced counterparts. Below, we survey the types of reductions
employed in the analysis.

In reduction of a word to zero, the trace consists of the absence of that
word (or sequence) when its presence is required by the operator-relations
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of neighboring words: the word which has been reduced to zero phonemic
shape is thus recoverable. Section 3 discusses zeroing on the basis of
repetition and 4 the range of zeroings on the basis of low information.

All cases of repetitional zeroing involve the reduction to zero phonemic
shape of the second occurrence of a word (or word-sequence) when that
word occurs in particular positions in respect to its antecedent. Under and
and or the second of two occurrences of a word (along with its modifiers,
if any, provided they are the same for both occurrences) may be zeroed if
these occurrences occupy parallel positions in their sentences. This parallel
position is not only in respect to linear order of words in the sentence but
also in respect to their partial entry order in the composing of the sentence
(Z.S. Harris, A Grammar of English on Mathematical Principles, 2.5, 3.4.1,
hereinafter cited as GEMP). In This experiment served to demonstrate the
early appearance of agglutinins in the regional lymph nodes and serum (from
article 1, 789.4.1), the trace of the zeroing is the absence of the required
argument (a sentence) for and. Here the sentence is expanded to ... and
the early appearance of agglutinins in serum.

A text sentence can be transformed by reconstructing occurrences of
words in zero phonemic form (“unsaid”) on grounds that these word
occurrences had a high likelihood of occurring in a particular stated si-
tuation (environment) and so had made little or no informational contri-
bution to their sentence. These low-information zeroings are wide-spread
in language, and are always reconstructible from a trace of their phonemi-
cally zero presence in a sentence. As they involve reduction of a word (or
words) under the condition of high likelihood of occurrence rather than
under stated identity with a previous occurrence, these zeroings can be
recognized apart from repetitional zeroing.

Two types of low-information zeroing can be distinguished, generally
corresponding to whether the conditions of “appropriateness” (high like-
lihood) are statable in terms of the grammar of the language as a whole
(GEMP) or only in terms of the additional restrictions on word combi-
nations characterizing the special sublanguage in the given science. In the
former case, there are zeroings of words which either are unique within
their grammatical environment (constants’ such as than, as) or which have
broad selection within the language as a whole (amount, number in The cells
increased in the nodes). In the latter, the sharper selections in the sublan-
guage permit specification of word classes and subclasses not identifiable
with the grammar of English. They concomitantly yield grounds for recons-
truction of words which have a high likelihood of occurring in a particular
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sublanguage environment. A commonly encountered case is the recons-
truction of to the injection or the like in the environment of specified
“response” sentences (chapter 2.6) e.g., Antibody appeared in the regional
lymph nodes, where the lymph nodes are regional in respect to the site of
injection.

To obtain recurring informational units, a text-sentence is often decom-
posed into a ‘primary’ sentence with one or more appended secondary
sentence — this operation is discussed in 5 on the relative clause. If the
text-sentence contains as a result of relative clause formation (and related
reductions), a secondary sentence which conforms to the established re-
peating sentence types, the relative clause is indicated as a conjoined
secondary sentence. To take a simple example, in the text-fragment antibo-
dy-containing vesicles are abundant in immature plasma cells (article 12,
112.5.6), the secondary sentence is vesicles contain antibody (AVS sentence
type) and is conjoined by WH to a ‘primary’ sentence vesicles are abundant
in immature plasma cells (of the SWC sentence type).!

Finally, we include among the sublanguage transformations (below) the
large-scale restructurings of a text-sentence brought about in various de-
nominalizations, the passive, and the causative (6). Some can be formu-
lated as a product of several reductions (e.g., the passive 6.2). Others,
marked *, involve a known transformational relation between sets of sen-
tential forms, but whose conditions of application require further study.
Section 7 discusses the treatment of comparative constructions and 5.8
that of the quantifiers and the negative.

A summary of the major operations used in obtaining the tables is
presented in Appendix 3. The relinearizing operations and reductions are
collectively referred to as “sublanguage transformations”. Most of these are
derived from the grammar in GEMP. Some of the linearizations and
passive-related reductions, while in conformity with that grammar, require
further specification of their domain. Lastly, there are the operations estab-
lished specifically in this sublanguage — these include particular appropriate
zeroings and the other special sublanguage transformations mentioned in
Chapter 1.3.3.

These latter two are noted in the summary by an asterisk. Each of the
operations is provided with an abbreviation to facilitate reference to the
notes in Appendix 3. These notes present an extensive listing of the sublan-
guage transformations applied to the original text-sentence along with a
discussion of specific cases.
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In the sections below (and again in the notes), the recast sentences of
the tables are often referred to as “projected sentences”, reconstruction of
zeroings is called “expansion.” Certain of the sublanguage transformations
are formulated in terms of the more familiar categories — noun (), verb
(¥), tense (¢) placed in some situations on the carrier be, adjective (4),
adverb (4-ly), conjunction (K) - the relation of these categories to opera-
tors and arguments is discussed in GEMP (Chapter 4). Aside from ex-
amples which clearly have been chosen for general expository reasons, all
examples are from sentences of the texts. These are occasionally excerpted
from longer text-sentences so as to focus more closely on particular gram-
matical features; all of the examples are provided with a citation indicating
the article number, page, paragraph, and sentence, e.g. 1, 789.3.2 refers to
article 1, page 789, paragraph 3, sentence 2 (the paragraphs counted
include any from a previous page). Within the discussion of particular
examples, the ‘-’ is used informally to indicate the course of reduction. In
contrast, the ‘-’ in the summary of sublanguage transformations (Appen-
dix 3) relates sentences of particular sentential forms; a right-directed
arrow relates sentential forms in the text (on the left) to those in the
projectd form (on the right). A bi-directional arrow indicates that sublan-
guage transformations in either direction are performed.

Not covered in the present investigation are the various reductions to
pronoun, producing, e.g., they, the latter, the former. Replacement of referen-
tials by their antecedents is noted by ‘Repl’. In Chapter 7 a procedure,
adequate for the French material, is described by which the anaphor for
referentials is decided. Section 9 discusses some possible directions for
further regularization of the texts.

2. RELINEARIZATION

Alternative linearizations of a sentence S; may yield an acceptable paraph-
rase S, or, at least, a sentence which is recognizably informationally
equivalent to S,. The sole constraint on relinearizing the sequence of words
constituting a sentence is that the resulting linear order of words preserve
the partial ordering of the oriented semilattice representing the dependence
relations of the words of the sentence (GEMP 3.1). Within this restriction
imposed by the grammatical theory, various linearizations of a sentence
can be viewed as alternative, with preferences for one as opposed to
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another being seen as matters of style (including ‘topic’ and ‘focus’) or
customary usage. ’

In obtaining the “normal form” linearity (chapter 4.1) of the segments of
the projection, a general policy has been to favor preservation of the actual
phonemic shape of the words occurring in the text sentence, changing only
their linear order. The relinearizing transformations discussed below are
adopted to this end. Each of the word sequences transformed by relineari-
zation could have been transformed by other means, producing the same
normal formal form alignment but with the difference that the output of the
latter may be in a more familiar or standardly encountered style. This is
shown, for instance, by the possibility of transforming the presence of
antibodies in blood serum to antibodies have a presence in blood serum (or
further to antibodies’ presence in blood serum) as opposed to the relinearized
form of antibodies the presence in blood serum. The interest in using the
relinearizing transformations to as wide an extent as possible resides in the
demonstration that, by applying to many word sequences of the text only
certain relinearizations — which, by preserving the dependence relations of
words, violate nothing in grammar and are largely available in English as
a whole —we are able to obtain further instances of the elementary sentence
types while at the same time minimizing use of reductions whose domain
and conditions of application have to be stated and, in certain cases, are
quite complex.

In view of the discourse analytic goal of deriving an alignment of a text
(or sets of texts) in which the recurrent grammatical relations of the various
word classes are clearly exhibited, it may be that certain of the relineari-
zations are particular to the aims of the discourse analysis or have not been
widely investigated enough to be included in the grammar of English as a
whole. An example is the relinearization (type M) which moves a sentence
adverb, e.g., however, occurring within a science language sentence to a
front position (i.e., to the left of |||) in the projection of that sentence.
Similarly for the relinearization which effects the positioning of a local
modifier upon its host (type III) and that (type IVa, employed in the
example above) which permutes the linear order of a nominalized verb and
its first argument. Other of the relinearization transformations, e.g., subor-
dinate clause permutation to front or end position (type II) and prepo-
sitional phrase fronting (type I) are merely adopted from the grammar of
English (GEMP, 3.11). The following is a list of the relinearization oper-
ations applied; all notation is interpreted in the summary of transfor-
mations given in Appendix 3. An asterisk marks those either specific to the
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sublanguage or which require specification of domain. Constituents inci-
dental to the statement of the transformations are omitted.

Linl: i) NVPN<—PNNV
ii) ¥n PN, PN, > PN, PN, Vn

This relinearization consists in moving a prepositional (PN) phrase (to-
gether with its modifiers, if any) from front to end position, or inversely.
In either case, the displacement concerns only the front and end positions
in the elementary sentence, with no insertions or extractions between
constituents.

ExXAMPLES: of i) (from 13,464.2.2) Within the group of mature
plasma cells, the ER occupied the greater part of the cytoplasm. ..

— The ER occupied the greater part of the cytoplasm within the
group of mature plasma cells ...

of ii) (from 9,67.3.5) ... the uptake of two doses of antigen by the

same primitive cell of the proper variety... —... by the same
primitive cell of the proper variety, the uptake of two doses of
antigen...

LinIl: S;KS,<KS,, S,

A subordinate clause ( = §,), together with conjunction ( = X), is permut-
ed to before the primary sentence (=S,), where K is often after, following
and S, is an instance of a GJB elementary sentence. In this case, K is
indicated in the formulaic representation as :, connecting two units (ele-
mentary sentences) within the same row.

(7,1.5.2) After subcutaneous injection of the antigen it was mainly
the regional lymph nodes that were responsible for this production.
— It was mainly the regional lymph nodes that were responsible for
this production after subcutaneous injection of the antigen.

This linearization is also applied to other subordinate conjunctions
which are not represented in the index formulas, but conjoin two rows in
the projection of a text sentence.

(12,112,6,1) As the plasma cell matures, the ergastoplasmic cister-
nae become increasingly distended. — The ergastoplasmic cisternae
become increasingly distended as the plasma cell matures.
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Lin III: This relinearization moves a local modifier (chapter 4.4.2) to a
position adjacent to its host. In many cases this movement is to the right
of its host; infrequently, an adverbial form moves to its left, losing the -ly
suffix. In the formulas, local modifiers may be represented by superscripts.

Lin
IVa:

(from 11,162.2.6) ... a method for detecting single cells which have
produced antibody in vitro — ... a method for detecting single cells
which have produced in vitro antibody;

(from 4,4.1.1) While the development in the reaction centers appar-
ently ceased with the formation of these cells... — While the
development apparently ceased in the reaction centers with for-
mation of these cells ...

Vn PN, PN, - PN, Vn PN,

The (usually) first argument of a nominalized verb, together with the
prepositional indicator of the nominalization, is positioned before the
nominalized verb to the front of the elementary sentence.

Lin

IVb:

(from 4,11.1.7) The transition of the immature plasma cells into
mature cells... — Of the immature cells the transition into mature
cells... ;
(from 10,303.2.1) ... the chronic drainage of cells from a thoracic
duct fistula — of cells the chronic drainage from a thoracic duct
fistula . ..

i) An PN, P Vn PN, — PN, An P Vn PN,
ii) N, PN, to VN; - PN, N, to V N,

This operation may be considered a variant of type IVa but is distinguish-
ed in that An/N, is an O,, classifier (e.g., function, role) or a nominalized form
(e.g., effectiveness, significance) whose subject is the same as the subject of
V (=V, ‘produce). These words are indexed by the r (or k) superscript.

Lin
Ive:

EXAMPLES OF i): (from 11,167.1.1) The effectiveness of these free
ribosomes in the synthesis of secreted protein... — Of these free
ribosomes, the effectiveness in the synthesis of secreted protein...

of ii): (from 4,10.2.3) ... the capacity of the red pulp to form
antibodies. .. — ... of the red pulp the capacity to form antibodies ...

Ny PN,V - PN, N,V
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Here, apparent quantifier and number modifiers are positioned after the
noun within the verb (main operator) segment of the row. Although this
operation is characterized as an alternative linearization, involving as it
does no further changes in the shape of the sentence, it requires additional
justification since its effect is to take what is apparently a modifier of a noun
and position it as a modifier of the main operator of an elementary sen-
tence. This is outlined in section 8 of this chapter.

(from 4,12.4.3) ... only insignificant amounts of antibody were
detected in the follicle culture fluids. — ... of antibody, only insignifi-
cant amounts were detected in the follicle culture fluids;

(from 7,2.2.7) ... 95 per cent of these cells were lymphocytes. ..
— ... of these cells 95 per cent were lymphocytes ...

Lin M: Relinearization in this case effects the extraction of meta-science
and conjunctional material from a science language sentence. In the pro-
jection of the text-sentence, this material is placed within a row marked ‘M’
(meta-science language) or to the left of three bars ( |||) as introducing or
conjoining rows of the projection.

(from 10,303.1.4) The view that the immunological deficiency is due
solely to a lack of small lymphocytes would be greatly strengthened
if... > The view would be greatly strenghtened that the immunologi-
cal deficiency is due solely to a lack of small lymphocytes if...
(12,112.3.3) The rare ergastoplasmic cisternae in this cell some-
times also contain antibody — Sometimes also the rare ergasto-
plasmic cisternae in this cell contain antibody.

3. RECONSTRUCTION OF REPETITIONAL ZEROING

All cases of repetitional zeroing involve the reduction to zero phonemic
shape of the second occurrence of a word (or word sequence) when that
word occurs in particular positions in respect to its antecedent. Both words
are required to have the same coherent selection - e.g., Max took an
umbrella and Max took a drive is not reduced to the unacceptable Max took
an umbrella and a drive. The sameness of the two words or of their referent
is provided by a meta-textual statement. In subject-zeroing, identity of
referent is required (3.2 below); in parallel- and end-zeroing, sameness of
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referent is only likely (3.7) The tables of Appendix 1 do not reconstruct all
instances of repetitional zeroing — relevant considerations are noted below.

3.1. Parallel-zeroing and end-zeroing

Parallel-zeroing is widespread under and, or, and other conjunctions, e.g.,
but, the comparative (7). In (a) both lymphocytes and plasma cells produce
antibodies (from 3, 218.9.1; the conjunction here is both...and), parallel-
zeroing in the source sentence: both lymphocytes produce antibodies and
plasma cells produce antibodies results in both lymphocytes produce antibodies,
and plasma cells. To obtain (), the residue of the zeroing, and plasma cells,
is requiredly transposed to after the last word which did not serve as an
antecedent for the zeroing (here, lymphocytes). For a sentence involving a
comparative form consider (b): the total bacterial content had in most cases
fallen considerably and at a greater rate in the red than in the white pulp (4,9.1.1)
And at a greater rate indicates a zeroing of the second sentence (under and)
aside from its modifier: the total bacterial content had in most cases fallen.
Under the comparative -er... than, which raises the likelihood of word-
repetition, the total bacterial content had in most cases fallen at a rate is
reconstructed following than.

In end-zeroing, the final sequence of words (usually in the second sen-
tence) has been repetitionally zeroed. End-zeroing is recognized under
many operators, €.g. and, or, comparative, and other conjunctions (chiefly
0,,, an operator whose first and second arguments are operators). In (c)
The Iysed lymphocytes did not contain specific agglutinin, whereas the cultured
Iymphocytes did (14,577.1.5), the sequence contain specific agglutinin is re-
constructed under the contrastive conjunction whereas.

The reconstruction (expansion) of all the text-sentences in accord with
zeroings just mentioned would entail considerable extension of the tables.
To avoid this situation, conjunctions, principally and and or, have been left
in the rows and are indicated in the formulas by a comma. For instance,
(d) the antibody production in vitro of red and white splenic pulp (from 7,3.5.1)
is not expanded in the tables; its formula is abbreviated as AV, Ty, T

3.2. Subject-zeroing
Under various prepositions, and subordinate conjunctions, the subject of

the second sentence, if it is the same as an argument of S, is zeroable, along
with is. In (), When present, it occurs chiefly in the interior of some or all of



THE APPARATUS OF SUBLANGUAGE TRANSFORMATIONS 123

the large flattened sacs... (from 12,113.2.2), it is a pronominal reduction of
an antecedent antibody (the second sentence in this example has been
moved to before the primary sentence, S;). The sentence is then expanded
to When antibody is present....

Another, infrequent, case of subject-zeroing arises where the subject of
a lower sentence has the same referent as the subject of a higher operator.
This zeroing is reconstructed in example (f): if agglutinins had seeped through
the permeable vessels on the inflamed ear for agglutinins to be drained to the
lymph nodes. The text-sentence has ... on the inflamed ear to be drained (from
1,792.4.1), where the for (of the for... to argument indicator) preceding the
zeroed lower subject is also zeroed.

4. RECONSTRUCTION OF LOW-INFORMATION ZEROING

This section examines the considerations according to which a text-sen-
tence can be regularized by reconstructing occurrences of words present
only in zero phonemic form. Word occurrences with high likelihood in a
stated situation make little or no informational contribution to their sen-
tence and are readily zeroable. In terms of the present analyses, it is often
unnecessary to reconstruct all zeroed forms. In general, this has been done
when some feature of the analysis depended upon, or was made clearer by,
such reconstruction. In the tables of Appendix 1 reconstructions of zeroing
are enclosed within parentheses.

4.]. Broad selection words

Certain words normally occur with an exceptionally large domain of opera-
tors over them or arguments under them. These words have only very
general meanings and corresponding to their high likelihood, the infor-
mational contribution they make to their sentence is low. As such, they
often occur in zero form but can be reconstructed, e.g., by noting that their
presence is required in order to satisfy the argument requirement of a
neighboring word. However, unlike reconstructions of repetitional
zeroings, words which have been zeroed on grounds of low information are
often not uniquely reconstructible. Rather the trace of the zeroing suggests
only that some word or words from a small set of words, all of which have
roughly the same favored likelihood in the specified environment (and thus
are locally synonymous), may be reconstructed. In the present material an
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important set of these broad selection words are the classifiers amount,
quantity, degree, number, period, time. These, under a characteristic prepo-
sition, may occur as modifiers of many of the verbs (main operators) of
sublanguage sentences, e.g., antibody production was in a quantity, plasma cell
proliferation was to a degree, antigen uptake by the cell occurred at a time, cell
differentiation occurred throughout a period. When occurring under their
(selectionally) favored “appropriate” operators, these modifiers are often
zeroed. For words like quantity, number, amount, degree this appropriate
operator may be the comparative more (than), a specifying adjective e.g.,
high, some, little or this adjective under the comparative as in higher, greater
(cf. 7). As the zeroing of these broad selection classifiers is extremely
widespread and of little significance in establishing the informational struc-
tures of the sublanguage, only rarely have reconstructions been performed
in the projected sentences, and then only to preempt possible unclarity as
to the choice of a word class or subclass. A case in point is the changes in
nucleic acids in lymph nodes (from 6,158.2.1) which is reconstructed under
conditions discussed below and which is represented formulaically as
DVAT,,. In such cases, the reconstruction serves to illustrate that what may
appear as a new sentence type or subclass can be accommodated within
existing forms.> Similarly, in (6,164.4.2) the rise in ymphocytes did not prevent
the PNA from dropping is reconstructed as the rise in numbers of lymphocytes
present did not prevent the PNA quantity (or: concentration) from dropping.

4.2. Strong selection zeroing

A caserelated to the zeroing of broad selection words under an appropriate
operator is that of strong selection, i.e., the zeroing of certain words with
exceptionally high likelihood of having particular cooccurrents. For
example, in GEMP (6.14) apparent O, (that is, bisentential) occurrences
of the time-order prepositions before, after, following and the like are derived
from base occurrences as O,,. * As O,,, operators, these prepositions can
have as first argument an aspectually modified sentence — S, at a time/in
a period — and as second argument a duration noun such as time, moment,
period. ® Their apparent conjunctional occurrence stems from strong selec-
tion to the duration words which, by this fact, can occur only in zero form.
A second sentence may then be appended as a relative clause via whern or
another relative pronoun. Schematically, the reductional path from O, to
0,,is S, in a period after the time when S, — S, after S,. By application of
a relinearization transformation of 2, this becomes after S,, S,. Taking a
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concrete example, we have: high titers of antibody in the regional lymph nodes
in a period after the time when injection of antigen occurred which reduces to
high titers of antibody in the regional lymph nodes after injection of antigen (in
3,121.7.1) to which several relinearizations are applied to obtain the normal
form representation.®

For the analysis of most text sentences, many of which are resolved into
an informational representation having a GJB sentence conjoined by after
or following represented (:) to a “response” sentence, nothing is gained by
exploiting all the details of this reductional path. However, the discussion
here will serve to motivate several cases where reconstruction of the zeroed
time words under after, following is integral in constructing information
units or in establishing relations between them. This happens, for example,
if a duration noun, such as time, occurring in a PN aspectual modifier of
S, (e.g., at a time) is the antecedent of a relative pronoun connecting a
further secondary sentence to S,. Modifying the terms of the schema in the
paragraph above, we have S, at a time afier S, when S;. This construction
is exemplified by (4,3.5.5) Thus on the 2nd or 3rd day, when the titer curve had
still hardly begun to rise, the large reacting reticulum cells (called transitional
cells) were met with where S,; = the large reacting reticulum cells ... were met
with, S; = the titer curve had still hardly begun to rise and after, in addition
tonominalized S, = the reinjection, are recoverable as appropriate zeroings
(see 4.4.1). So construed, (4,3.5.5) becomes thus the large reacting reticulum
cells (called transitional cells) were met with at a time on the 2nd or 3rd day
after the reinjection when the titer curve had still hardly begun to rise. In this
example it is clear that the relative pronoun when replaces a second occur-
rence of a time word in a (zero) PN aspectual modifier of S;. ” The condition
for this replacement is that there is sameness of designate with a first
occurrence; the second occurrence of a time must, like the first, occur under
a repeated gfter (i.e., after a time when S,) in zero form. This further
reconstruction gives, finally, the form in the projection: thus the large
reacting recticulum cells (called transitional cells) were met with at a time on the
2nd or 3rd day after the reinjection when ( = at which time) on the 2nd or 3rd
day after the reinjection the titer curve had still hardly begun to rise. In this
example, as in several others in the text, it is necessary to show the strong
selection relation of after to a zeroed time word in order to obtain an
informational representation adequate to the assertion of a time relation;
in this case, that the time (after injection) when the large reticulum cells
were met with was when the antibody titer curve had just started to rise.
As an aside, we observe that the time-order relation obtaining among the
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great majority of the sentences of these texts is established with respect to
the time of a specified injection of antigen although an entire antigen
injection sentence may not appear in the text. ® The grammatical conditions
under which it is possible to reconstruct the antigen injection (GJB) sen-
tence and conjoining time-order preposition, after (or: following) are dis-
cussed in 4.4.1).

Another common instance of strong selection zeroing is where the
zeroed word has strong selection for a particular preposition expressing
spatial relations to occur over it. The reduced form is then the N, is PN,
construction where the P (e.g., in, at, on) together with N,, the second
argument of P, “carries” the informational contribution of the zeroed verb
(e.g., occurs, present) which is the first argument of P. Thus, in many text
sentences we find that verbs of the V; subclass are zeroed under this
strongly selected P, as in the antibodies in the lymph nodes) (from 5,205.2.6)
reduced from the antibodies present (or: contained) in the lymph nodes. These
verbs are also often zeroed under certain quantity words like concentration
or titer which usually carry as well a reference, via zeroed PN, to a particular
location; for example, This is precisely the time when the concentration of RNA
was highest (from 6,164.5.3) is reduced from this is precisely the time when the
concentration of RNA present in the regional lymph nodes was highest, where
the regional lymph nodes is reconstructed from an environing sentence.

The zeroing of an appropriate verb under P is widely applied in de-
scriptions of the hierarchy of levels of physiological and histological detail,
with the zeroed verb a member of the W, subclass: the lymphoid cells in
lymph (from 6,157 fn. 1) reduced from the lymphoid cells present/occurring in
lymph; the ear tissue on the uninjected side (in 1,787.2.7) from the ear tissue
located on the uninjected side. In addition, several sentences have the prepo-
sition from in the environment N, — N, where N, is C (or T) and N, is T
(or B). Here the zeroed appropriate word is not of the W, subclass but
instead is a member of Wy(e.g. derived, extracted, removed, etc.) the subclass
of metascientific (i.e., having as subject a member of N, cf. chapter 2, 1)
procedural or operational terms. But, in constructing a source for the
reduced form, N, from N,, we see that the decomposition of this sentential
fragment reconstructs as well a member of W, and its appropriate prepo-
sition in the source. As an instance we find salivary glands or muscle tissue
from the same immunized mice which is reduced from salivary glands or
muscle tissue extracted from the same immunized mice which in turn is from
We (or: workers) extracted from the same immunized mice salivary glands or
muscle tissue present in them (cf. lymph nodes derived from rabbits which had
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received antigens other than influenzal virus, from 5,204.2.5). The availability
of this transformation which we note here but do not perform in the
analyses, enables us to state that the zeroed operator in the N, — N,
environment above is a member of W,.

4.3. Constants

A few words are grammatically characterizable as having unique occur-
rence in a particular sentential position. As such, they are highly expectable
in that position and are readily zeroed. The most frequent zeroing here is
that of the wh- pronoun together with the -s operator indicator (attached
to a “carrier verb”) at the head of the conjoined secondary sentence (5
below). In some cases, instances of the elementary sentence types are
obtained by reconstructing the relative clause introducing a modifier by
giving the wh- (-s) phonemic form and returning the left-transported residue
of the relative clause to its original position. When this operation is per-
formed on two left modifiers, they are returned to the original order of their
free standing relative clauses. Thus from a cell characterized by its large
electron-lucent nucleus (in 12,112.3.1) we reconstruct a cell characterized by
its electron-lucent nucleus which is large, thence to a cell characterized by its
nucleus which is electron-lucent; said nucleus is large and finally to a cell
characterized by its nucleus which is electron-lucent, which is large, represented
as two CSW sentences.

Sometimes the left modifier of a noun receives full stress with secondary
stress on its host (compound noun structure), e.g., antibody-forming cells. In
these cases, transportation is of the already compounded form: cells which
are antibody-forming. This decomposes to cells which are forming antibody
with cells forming antibody an example of an N Ving N base form (cf. GEMP
2.043). In cases where there is an additional left modifier, e.g., in individual
antibody-forming cells (from 13,448.1.1), the outermost left modifier is again
decomposed first: antibody-forming cells which are individual transformed
from cells which are antibody-forming; said cells are individual.

Another, very small, group of words which are zeroable as constants
consists of than, as. These are morphemes that are only part of an entry (of
the comparative construction) and are zeroable when what follows in the
conjoined sentence under the comparative is zeroed.
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4.4. Reconstruction of sublanguage appropriate zeroings

Some words and word sequences are present in text sentences in zero form
on grounds that the informational contribution they make is highly redun-
dant in the context of their occurrence. It is of interest, then, that the
present methods of analysis are adequate for identifying traces of many of
these zeroings and, by this fact, permit their reconstruction. In so doing,
we are extending the notion of appropriateness ~ the high likelihood con-
dition that given material occurs in a specified position ~ to recognition of
specialized discourse or sublanguage environments. While the full measure
of this process of zeroing under an extended notion of appropriateness can
only be gauged from a sizeable expansion of the corpus beyond the 14
articles analyzed here, an indication of its nature can be gathered from the
instances addressed in this section.

A commonly encountered case of sublanguage appropriateness reduces
to zero an occurrence of the colon conjunction (chapter 1.3.2) together with
the antigen injection (GJB) sentence occurring under it. Although nearly
all occurrences of “response” sentences (chapter 2.6) are either directly or
indirectly (i.e., mediated by other sentences) conjoined to an occurrence of
GJB (even if in zero form), such reconstructions have been made only
where a formal basis exists, which is to say that some change in the shape
of an expression in the grammatical environment of the zeroing can be
identified as the trace of the reduction. In the discussion below, these
reconstructions are addressed in terms of the identifiable traces of zeroing.
In 4.4.2 other cases of sublanguage appropriate zeroings are noted. In
addition to these there are reductions specific to particular texts (e.g.,
cannulation, closure of the fistula in paper 10) which are discussed in the
notes accompanying the tables.

4.4.1. Details of reconstruction of a zeroed :operatorand the GIB sentence
under it
a) We noted above that the time-ordering relation obtaining among many
sentences has as its base point the time at which a specified injection of
antigen was made. This is seen in forms like on the 2nd or 3rd day afier the
reinjection, before the antibody content had begun to increase, it was possible to
observe the occurrence of cells of characteristic appearance in the reaction
centers (from 4,1.3.4) where the ordinal modifier upon the time word day
indicates an ordering in respect to an initial time which is that of a (second)
injection. Given the occurrence of these sentences, prepositional phrases
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containing a time word modified by an ordinal word, e.g., on the 4th day,
which have apparent occurrence on a verb (e.g., appear) can be recognized
as the trace of zeroing of after (or following) and the GJB sentence under
it. For example, mature plasma cells began to appear in large numbers only
on the 4th day (from 6,164.3.2) can be reconstructed (following the details
of the discussion in 4.2) as mature plasma cells began to appear in large
numbers at a time which was on the 4th day after the time of the injection. This
is reduced, by zeroing the aspectual words, to the form in the projection
which is mature plasma cells began to appear in large numbers on the 4th day
after the injection. Here we can take the injection as referential to the single
occurrence of an antigen injection sentence in the “Experimental” section
of the paper which describes methods and procedures: Forty-one animals
received 0.5 ml of “febrile antigen t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>